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A mi madre, tierra firme que me dio alas
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Introduction

They are watching us. They know I’m writing these words. They know you are reading them.
Governments and hundreds of corporations are spying on you and me, and everyone we know. Every
minute of every day. They track and record all they can: our location, our communications, our
internet searches, our biometric information, our social relations, our purchases, and much more.
They want to know who we are, what we think, where we hurt. They want to predict and influence our
behaviour. They have too much power. Their power stems from us, from you, from your data. It’s time
to take back control. Reclaiming privacy is the only way we can regain control of our lives and our
societies.

The internet is primarily funded by the collection, analysis, and trade of data – the data economy.
Much of that data is personal data – data about you. The trading of personal data as a business model
is increasingly being exported to all institutions in society – the surveillance society, or surveillance
capitalism.1

To reach you, I had to go through surveillance capitalism – I’m sorry.2  How did you become aware
of this book? Can you remember how you first heard about it, or where you saw an ad for it? You
might’ve been tagged by some platform or another as a ‘pioneer’, someone who is on the lookout for
knowledge and new experiences. You like books that make you think. Or you might be an ‘advocate’,
someone worried about social issues and politically engaged. Fit the bill? The main objective of this
book is to empower you, but most similar uses of your data will disempower you.

If surveillance didn’t catch you before buying this book, it probably did afterwards. If you are
reading these words on a Kindle, or Google Books, or a Nook, they are measuring how long it takes for
you to read each word, where you stop to take a break, and what you highlight. If you bought this
book at a bookshop, the smartphone in your pocket was recording your journey there, and how long
you stayed.3  The music in the bookshop might have been sending ultrasound beacons to your phone
to identify it as your phone and track your interests and purchases. If you used a debit or credit card to
buy the book, they probably sold that information to data brokers who then sold it to insurance
companies, possible employers, governments, businesses, and whoever else might have been
interested in it. Or you may even have linked your payment card to a loyalty system, which tracks your
purchasing history and uses that information to try to sell you more things the algorithm reckons you
might buy.

The data economy, and the ubiquitous surveillance on which it feeds, took us by surprise. Tech
companies did not inform users of how our data was being used, much less ask for our permission.
They didn’t ask our governments either. There were no laws to regulate the data trail left behind by
unsuspecting citizens as we went about our business in an increasingly digital world. By the time we
realized it was happening, the surveillance architecture was already in place. Much of our privacy was
gone. In the wake of the coronavirus pandemic, privacy is facing new threats, as previously offline
activities have moved online, and we have been asked to give up our personal data in the name of the
public good. It is a time to think very carefully about what sort of world we want to inhabit when the
pandemic becomes a distant memory. A world without privacy is a dangerous one.

Privacy is about being able to keep certain intimate things to yourself – your thoughts, your
experiences, your conversations, your plans. Human beings need privacy to be able to unwind from
the burden of being with other people. We need privacy to explore new ideas freely, to make up our
own minds. Privacy protects us from unwanted pressures and abuses of power. We need it to be
autonomous individuals, and for democracies to function well we need citizens to be autonomous.
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Our lives, translated into data, are the raw material of the surveillance economy. Our hopes, our
fears, what we read, what we write, our relationships, our diseases, our mistakes, our purchases, our
weaknesses, our faces, our voices – everything is used as fodder for data vultures who collect it all,
analyse it all, and sell it to the highest bidder. Too many of those acquiring our data want it for
nefarious purposes: to betray our secrets to insurance companies, employers and governments; to sell
us things it’s not in our interest to buy; to pit us against each other in an effort to destroy our society
from the inside; to disinform us and hijack our democracies. The surveillance society has transformed
citizens into users and data subjects. Enough is enough. Those who have violated our right to privacy
have abused our trust, and it’s time to pull the plug on their source of power – our data.

It’s too late to prevent the data economy from developing in the first place – but it’s not too late to
reclaim our privacy. Our civil liberties are at stake. The decisions we make about privacy today and in
the coming years will shape the future of humanity for decades to come. Societal choices about
privacy will influence how political campaigns are run, how corporations earn their keep, the power
that governments and private businesses may wield, the advancement of medicine, the pursuit of
public health goals, the risks we are exposed to, how we interact with each other, and, not least,
whether our rights are respected as we go about our daily lives.

This book is about the state of privacy today, how the surveillance economy came about, why we
should end the trade in personal data, and how to do it. Chapter One accompanies a person
throughout a day in surveillance capitalism to illustrate how much privacy is being taken away from us.
Chapter Two explains how the data economy developed, in the hope that understanding how we got
into this mess will be helpful in getting us out of it. In Chapter Three I argue that privacy is a form of
power, and that whoever has the most personal data will dominate society. If we give our data to
companies, the wealthy will rule. If we give our data to governments, we will end up with some form
of authoritarianism. Only if the people keep their data will society be free. Privacy matters because it
gives power to the people.

The surveillance economy is not only bad because it creates and enhances undesirable power
asymmetries. It is also dangerous because it trades in a toxic substance. Chapter Four examines why
personal data is toxic and how it is poisoning our lives, our institutions, and our societies. We need to
put a stop to the data economy like we put a stop to other kinds of economic exploitation in the past.
Economic systems that depend on the violation of rights are unacceptable. Chapter Five is about how
societies can pull the plug on the surveillance economy. Chapter Six is about what you can do as an
individual to take back control of your personal data and our democracies.

We are not witnessing the death of privacy. Even though privacy is in distress, we are in a better
place now to defend it than we have been for the past decade. This is only the beginning of the fight to
safeguard personal data in the digital age. Too much is at stake to let privacy wither – our very way of
life is at risk. Surveillance threatens freedom, equality, democracy, autonomy, creativity, and intimacy.
We have been lied to time and again, and our data is being stolen to be used against us. No more.
Having too little privacy is at odds with having well-functioning societies. Surveillance capitalism needs
to go. It will take some time and effort, but we can and will reclaim privacy. Here’s how.
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ONE

Data Vultures

If you are reading this book, you probably already know your personal data is being collected, stored,
and analysed. But are you aware of the full extent of privacy invasions into your life? Let’s start at
dawn.

What is the first thing you do when you wake up in the morning? You probably check your phone.
Voilà: that is the first data point you lose in the day. By picking up your phone first thing in the
morning you are informing a whole host of busybodies – your smartphone manufacturer, all those
apps you have installed on your phone, and your mobile company, as well as intelligence agencies if
you happen to be an ‘interesting’ person – what time you wake up, where you’ve been sleeping and
with whom (assuming the person you share your bed with keeps his phone near him too).

If you happen to wear a smart watch on your wrist, then you will have lost some privacy even
before you wake up, as it records your every movement in bed – including, of course, any sexual
activity.1  Suppose that your employer gave you that watch as part of a wellness programme to
encourage healthy habits that can lead to cheaper insurance premiums. Can you be sure that your
data will not be used against you? Are you confident your employer will not see it?2  When your
employer gives you a device, they remain its legal owner – be it a fitness tracker, a laptop, or a phone
– and they can access the data from that device at any time without your permission.3

After checking your heart rate during the night (way too fast – you need to exercise more) and
sending that data to your smartphone, you get out of bed and brush your teeth with an electric
toothbrush. An app lets you know that you have not been brushing as often as you should.

You have overslept this morning, and your spouse has already left for work. You go to the kitchen
and look for sugar for your coffee, only to realize you’ve run out. You decide to ask your neighbour if
she has some to spare. Standing outside her door, you notice something unusual about it – there’s a
camera. When she opens the door, she explains: it’s a new smart doorbell. If it’s a Ring doorbell, a
company owned by Amazon, Ring employees will probably review that video footage of you in order
to tag objects manually in an effort to train software to perform recognition tasks. Those videos are
stored unencrypted, making them extremely vulnerable to hacking.4  Amazon has filed a patent to use
its facial recognition software on doorbells. Nest, owned by Google, already uses facial recognition in
its cameras. In some cities like Washington DC, the police want to register, and even subsidize, private
security cameras.5  It is anybody’s guess where footage from smart doorbells is going to end up and
what it will be used for.

Your neighbour doesn’t have sugar – or maybe she doesn’t want to give you any after you sneered
at her new doorbell. You are forced to settle for unsweetened coffee. You turn on the TV (a smart TV,
of course) to distract yourself from its bitter taste. Your favourite TV show is on – that guilty pleasure
you would never admit to watching.

You get a call. It’s your spouse. You mute the TV.
‘Why are you still at home?’
‘How did you know?’
‘My phone is connected to our smart meter. I could see you were using electricity.’
‘I overslept,’ you say.
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He doesn’t sound very convinced by your explanation, but he has to go.
You wonder whether this is the first time you have been spied on through your smart meter. Smart

meters are not only a privacy risk with respect to the people you share your home with. They are
notoriously insecure devices.6  A criminal can hack yours, see when you’re away from home, and rob
your property.7  Furthermore, data from smart meters is held and analysed by energy service
providers. Some of this data can be quite sensitive. For example, your energy footprint is so precise
that it can reveal which television channel you are watching.8  The data can then be sold or shared
with interested third parties.

Your teenage son suddenly walks in and interrupts your thoughts. He wants to talk to you about
something. Something sensitive. Perhaps it’s about a problem related to drugs, or sex, or bullying at
school. You don’t turn off the TV. It remains muted, playing images in the background. Your smart TV
is probably collecting information through a technology called ‘automatic content recognition’ (ACR).
It tries to identify everything you watch on TV, and sends the data to the TV maker, third parties, or
both. Researchers found that one Samsung smart TV had connected to more than 700 distinct internet
addresses after being used for fifteen minutes.9

That’s the least of it. If you had time to read the privacy policies of the objects you buy, you would
have noticed that your Samsung TV included the following warning: ‘Please be aware that if your
spoken words include personal or other sensitive information, that information will be among the data
captured and transmitted to a third party’.10  Even when you think you’ve turned your TV off, it might
still be on. Intelligence agencies like the CIA and MI5 can make your TV look as though it is off while
they record you.11

After your son has shared his most intimate thoughts with you, your TV manufacturer, and
hundreds of unknown third parties, he leaves for school, where he will be forced to lose yet more of
his privacy through the school’s surveillance of his internet use.12  You unmute the TV. Commercials
are on. You think that you’re finally going to get a moment of privacy. You’re wrong. Unbeknown to
you, inaudible sound beacons are being broadcast through those TV (and radio) commercials (as well
as through music in shops) and are being picked up by your phone. These audio beacons function like
sound cookies that allow businesses to triangulate your devices and purchasing habits through
location. That is, they help businesses track you across different devices. Thanks to this ultrasonic
cross-device tracking, a company can make sure that the person who sees a particular ad for a product
in the morning on TV, and looks it up on her laptop an hour later, then buys it at the shop in her
neighbourhood, or orders it online.13

You receive another call. This time it’s a colleague from work.
‘Hey, I’m not sure how this happened, but I just received a recording of a very private conversation

you were having with your son. It seems that your digital assistant Alexa sent it.’
You thank him for letting you know and hang up, wondering whether Alexa might have sent that

conversation to other people in your contact list. Furious, you get in touch with Amazon. They explain:
‘Echo probably woke up to a word in your conversation that sounded like “Alexa”. Then, it thought you
were saying “send message”. It must have asked “To whom?” and whatever you were saying then was
interpreted as a name.’14  Sometimes smart speakers are activated by hearing a television show in
which a word is spoken that is similar to their wake word. If you were to have your television on all
day, that would happen between one and a half and nineteen times per day (not counting the times
when the actual wake word is said on television).15  When Alexa sent the private conversation of a
user in Portland, Oregon, to a random contact, the user vowed never to plug in the device again.16

You go a step further and smash the Echo against the wall. Your spouse will not be happy about that.
You are very late for work now. You get in your car and drive to your office. You bought your car

second hand from an acquaintance. It probably never crossed your mind, but it turns out that that
person has access to your data, because she never disconnected her phone from the car app.17

Furthermore, your carmaker is gathering all kinds of data about you – the locations you visit, the speed
you drive at, your music tastes, your eye movements, whether your hands are on the wheel, and even
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your weight as measured by your seat – that can end up in the hands of your insurance company,
among other third parties.18

You get to work. You live in London, and your office is in Westminster. As you pass the Houses of
Parliament, data from your phone may be vacuumed up by IMSI-catchers – fake cell phone towers
that trick mobile phones into connecting to them. Once connected, IMSI-catchers collect identification
and location data. They also allow eavesdropping on phone conversations, text messages, and web
browsing.19  There is evidence that this equipment is being used by the police in London to spy on
people, for example, at peaceful protests and near the UK Parliament.20  Popular advice given online
to protect your privacy includes leaving your phone at home when going to a protest. Though they are
mostly used by governments, IMSI-catchers can be used by anyone, since they are sold by private
companies and can also be home-built.

While the data on your phone is being hoovered, you step into your office. A colleague greets you
and looks at his watch, making it clear that your tardiness is being noted. You sit in front of your
computer and try to inhale deeply, but you lose your breath at the sight of hundreds of unread
emails.21  You open the first one. It’s from your boss. ‘Hey, I noticed you weren’t in the office this
morning. Will you have that report I asked for ready on time?’ Yes, you will, but you wish your boss
weren’t breathing down your neck.

The next email asks you to fill in anonymous evaluations of your co-workers. Your boss is a firm
believer in work surveillance. You know that he tracks your every movement, keeping tabs on whether
you attend meetings, seminars, and even informal dinners and drinks after work. You know he
monitors your social media because he has warned you in the past about posting political content. You
feel queasy at the thought of evaluating your co-workers and being evaluated by them.

Then there’s an email from your favourite shoe brand. You might think it harmless to your privacy to
receive emails, but about 70 per cent of commercial emails and 40 per cent of all emails contain
trackers.22  Opening an email allows third parties to track you across the web and identify you as one
and the same user across devices. Trackers can be embedded in a colour, a font, a pixel, or a link. Even
ordinary people are using trackers to know whether their emails are being read, when, and where.
Given that trackers can reveal a person’s location, stalkers can use them to find you.

The next email is from your brother. He has used your work address even though you have asked
him not to. Employers, including universities, have access to your emails23  – one reason among others
never to use your work email for personal purposes. In his email, your brother informs you that he
received a direct-to-consumer genetic testing kit as a birthday present and went ahead and tested
himself. You might be happy to learn, he writes, that our family is 25 per cent Italian. The bad news is
that he has a 30 per cent chance of getting heart disease; given that he is your brother, that probably
applies to you too. You reply: ‘I wish you had asked for my consent. Those are my genes too, and those
of my child. Didn’t you know our grandmother was Italian? If you want to know more about our family,
ask me.’

Worried about your genetic data, you look at the privacy policy of the company your brother used.
It doesn’t look good. Testing companies can claim ownership of the DNA sample you send them, and
use it in whichever way they want.24  Privacy policies of DNA testing companies usually refer to the
‘de-identification’ or ‘pseudonymization’ of information to reassure people. Genetic data is not easy to
de-identify effectively, however. It is in the nature of genetic data that it can uniquely identify
individuals and their family connections. Replacing names with randomly generated ID numbers does
not provide much security against re-identification. In 2000, computer scientists Bradley Malin and
Latanya Sweeney used publicly available healthcare data and knowledge about particular diseases to
re-identify 98 to 100 per cent of individuals on an ‘anonymized’ DNA database.25

You wonder what will become of your brother’s genetic data, and whether it will ever count against
you or your son if you apply for insurance or a job, for example. The worst part of it is that home
genetic tests are incredibly imprecise. About 40 per cent of results are false positive.26  Your brother
may have given away all of the family’s genetic privacy in exchange for mumbo jumbo that will
nonetheless be treated as facts by insurance companies and others.
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It’s time for a work videoconference with a client, who has requested you connect through Zoom.
Many people hadn’t heard about Zoom before the coronavirus pandemic, when it became the most
popular videoconferencing app. You’ve had bad experiences with it before, like the time you sent a
‘private’ text chat to your colleague making fun of the way a client was dressed only to realize your
client received all texts in a transcript at the end of the call. You avoid the chat now. During the
pandemic, you were also horrified to learn that every word spoken during your calls and every
document shared became part of Zoom’s data collection.27  You have a vague idea that Zoom has
improved its privacy and security policies now, but can you trust a company that claimed to implement
end-to-end encryption when it didn’t?28

When the call is over, in an effort to relax you log on to Facebook. Just for a little while, you tell
yourself. Perhaps the photos of your friends’ good times will cheer you up (they won’t). Given that you
suspect your boss monitors what you do on your computer, you use your personal phone.

Facebook has violated our right to privacy so many times that a comprehensive account would
merit a book in itself. Here I mention only a few ways in which it invades our privacy.

Everything you do while on Facebook gets tracked, from your mouse movements29  to the things
you write and decide to delete before posting (your self-censorship).30  You start browsing the section
entitled ‘People You May Know’. This feature has been crucial in expanding Facebook’s social network,
which went from 100 million members when the tool came out in 2008 to over 2 billion in 2018.
Among the people you can see there you may recognize distant relatives, or people you went to
school with. That doesn’t sound too bad. I suggest you don’t go much deeper into that rabbit hole
though. If you do, you may likely find that Facebook is trying to connect you with people you do not
want to connect with.

Some connections between people are problematic, like when the real identities of sex workers are
outed to their clients.31  Or when a psychiatrist’s patients get linked together, throwing medical
confidentiality out of the window. The psychiatrist in question was not friends with her patients on
Facebook, but her patients probably had her in their contact books.32  Among many other ill-fated
connections, Facebook has also suggested as friends a harasser to his (previously anonymous) victim, a
husband to his wife’s lover, and a victim to the man who robbed her car.33

Facebook’s current mission statement is to ‘give people the power to build community and bring
the world closer together’. What about giving people the power to disconnect from toxic or
undesirable relationships? ‘Bringing the world closer together’ sounds cosy until you ask yourself
whether you want closeness forced upon you with people you fear, dislike, or want to keep at a
distance for professional or personal reasons.

Facebook has proved its lack of respect for privacy in many other ways. About 87 million Facebook
users had their data analysed for political purposes by the data firm Cambridge Analytica.34  In 2018,
14 million accounts had personal data stolen in a hack.35  For years, Facebook allowed Microsoft’s
Bing search engine to see Facebook users’ friends without their consent, and it gave Netflix and Spotify
the ability to read and even delete Facebook users’ ‘private’ messages.36  In 2015, it started logging all
text messages and calls from Android users without asking for their consent.37

Facebook has probably used facial recognition on your photos without securing proper consent
from you. When Tag Suggestions asked you ‘Is this Jack?’ and you responded ‘yes’, what you did was
give away your labour for free to train Facebook’s facial recognition algorithm. Facebook has filed
patents that describe systems to recognize shoppers’ faces in stores and match them to their social
networking profiles.38  To top it off, Facebook asked users for their telephone numbers as a security
measure, and then used that information for its own purposes – to target ads and unify its data sets
with WhatsApp, its messaging app.39  In 2019, hundreds of millions of Facebook users’ phone
numbers were exposed in an open online database, because the server they were on was not
password-protected.40  These are just some of the latest disasters, but the full list is a long one, and
everything seems to indicate that Facebook’s violations of our right to privacy are not about to stop.41

Facebook may seem like a social network on its surface, but its real business is trading in influence
through personal data. It is more of a personalized advertisement platform than a social medium. It is
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willing to go to great lengths to scrape up as much personal data as possible with as little friction as
possible so that it can sell advertisers access to your attention. Judging by its history, if it can get away
with it – and so far it has – Facebook will not ask for consent, it will not make an effort to investigate
who is getting your data and how it is being used, and it is willing to break its promises.42  Protecting
your privacy seems to be the lowest priority on its list. And you can’t even stay away from this data-
hungry monster, because Facebook has a shadow profile on you even if you are not a user. It follows
you around the web through its pervasive Facebook ‘like’ buttons, even if you don’t click on them.43

It’s no wonder a British parliamentary report has suggested that Facebook has behaved like a ‘digital
gangster’ in the past few years.44

After browsing Facebook for a while and feeling ‘creeped out’ about the friends it suggests and the
ads it shows you, you take a break from it. You try to get down to some work, but you cannot
concentrate, thinking about how your boss is likely monitoring every move you make on your
computer. Luckily for you, it’s time for lunch. Except you’re not hungry, so you decide to go to a
nearby shop to buy something for your son that may help him feel better.

You go into a clothing shop to find a shirt. Bricks-and-mortar businesses have felt disadvantaged in
comparison to online shops because the latter were the first to collect oceans of data from customers.
So physical shops are trying to catch up. The shop you enter uses technology that identifies you as a
returning shopper through your Wi-Fi mobile signal. Mobile devices send unique identification codes
(called media access control – or MAC – addresses) when they search for networks to go online. Shops
use that information to study your behaviour.45

Not content with that, shops may also use cameras to collect data on you. Cameras may help to
map customers’ paths and study what people are attracted by, how they navigate the shop. Cameras
have become so sophisticated that they can analyse what you are looking at and even what mood
you’re in based on your body language and facial expression.46  The shop may also be using facial
recognition. Among other uses, facial recognition allows businesses to cross-reference your face with a
database that looks for a match with past shoplifters or known criminals.47

You step out of the shop and check your phone. An alert reminds you that you have a doctor’s
appointment. There’s a health issue that has been bothering you for some weeks. You’ve searched
online, trying to find a solution, and hoped it might go away on its own, but it hasn’t. You haven’t told
anyone in your family so as not to cause unnecessary worry. Our search engines know more about us
than our spouses: we never lie to them or conceal our worries from them.

You go to the doctor. You receive a notification while you are in the waiting room. Your sister has
posted the latest photo of your baby niece. Her chubby hands make you smile. You make a mental
note to warn your sister about the dangers of exposing her kids online. You ought to tell her that our
online photographs are being used to train facial recognition algorithms that are then used for all sorts
of nefarious purposes, from the surveillance of vulnerable populations by authoritarian regimes to
outing pornography actors and identifying strangers on the subway in Russia.48  But your niece’s
irresistible smile distracts you. Pictures of her are sometimes the highlight of your day, and the kind of
thing that makes the data economy bearable, even when you know that engaging content such as
endearing babies is precisely what the data vultures feed on.

A nurse announces that the doctor is ready to see you. As your doctor asks sensitive questions,
records your answers on her computer, and schedules some tests for you, you wonder where that
data might end up. Your medical data is often for sale. Data brokers49  – traders in personal data – can
acquire medical data from pharmacies, hospitals, doctors’ offices, health apps, and internet searches,
among other sources. Your medical details could also end up in the hands of researchers, insurance
companies, or prospective employers.50  Or the NHS (the UK’s National Health Service) may decide to
donate your records to a company such as DeepMind, owned by Alphabet (Google’s parent company).
The transfer of data may be done without your consent, without you benefiting from such an invasion
of privacy, and without any legal guarantee that DeepMind will not link your data to your Google
account, thereby further eroding your privacy.51
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You could also be the victim of a data breach. In 2015, over 112 million health records were
breached in the United States alone.52  You could even become the victim of extortion. In 2017,
criminals got access to medical records from a clinic and blackmailed patients; they ended up
publishing thousands of private photos, including nude ones, and personal data including passport
scans and national insurance numbers.53

As these thoughts race through your mind, you feel tempted to lie to your doctor about sensitive
information that (you hope) is not necessary to get an accurate diagnosis. You may even feel
encouraged not to get the prescribed tests done at all, even though you need them.

After the doctor’s, you go back home to pack for your work trip to the United States. All day you
have been tracked by the apps on your phone. If you allow location services to be on so you can
receive local news, the local weather, or other similar information, dozens of companies receive
location data from you. In some cases these apps update and receive your location data more than
14,000 times a day. Location-targeted advertising is a business worth an estimated $21 billion.54

Among the many hands that are trading your location data around are telecoms. Jealous of Silicon
Valley’s business success, telecoms are eager to compete in the data trading market.55  Your mobile
phone is constantly connecting to the nearest cell phone tower. As a result, your mobile service
provider always knows where you are. Mobile networks not only sell location data to other
companies; journalists have exposed that at least some mobile service providers are also selling your
data on the black market. The upshot is that anyone with a mobile phone is vulnerable to being
watched by stalkers, criminals, low-level enforcement officers who do not have a warrant, and other
curious third parties who may have very questionable intentions and no right to access our sensitive
data. In the United States, obtaining real-time updates on any mobile phone’s location costs around
$12.95.56  While this underground market for location data has only been confirmed in the United
States with respect to T-Mobile, Sprint, and AT&T, it may well be happening with other telecoms and
in other parts of the world.

Car companies, data brokers, telecoms, shops, and tech giants all want to know where you are. You
might find it reassuring to think that, even if it’s true that huge amounts of data about you are being
collected, much of it will be anonymized. Unfortunately, all too often it is easy to re-identify
anonymized data. One of the first lessons in re-identification came from Latanya Sweeney in 1996,
when the Massachusetts Group Insurance Commission published anonymized data showing the
hospital visits of state employees. Then Governor William Weld assured the public that patients’
privacy was safe. Sweeney proved him wrong by finding his medical records in the data set and mailing
them to his office. She later showed that 87 per cent of Americans could be identified with three
pieces of data: birth date, gender, and zip code.57

Another way in which you could be identified is through your location. Every person has a different
location footprint, so even if your name is not on the database, it’s easy to work out who you are. The
specificity of location data is not surprising, given that there is usually only one person who lives and
works where you do. Yves-Alexandre de Montjoye, head of the Computational Privacy Group at
Imperial College London, studied fifteen months of location data for 1.5 million individuals. De
Montjoye and his colleagues found that, in a data set in which people’s locations are recorded on an
hourly basis with a spatial resolution equal to that given by mobile phones as they connect to cell
towers, it is enough to have four spatiotemporal data points to uniquely identify 95 per cent of
individuals.58  Similarly, when researchers looked at three months of credit card records for over a
million people, they found that they needed only four spatiotemporal data points to uniquely re-
identify 90 per cent of individuals.59

Databases can often be de-anonymized by matching them with publicly available information. In
2006, Netflix published 10 million movie rankings by half a million customers as part of a challenge for
people to design a better recommendation algorithm. The data was supposed to be anonymous, but
researchers at the University of Texas at Austin proved they could re-identify people by comparing
rankings and timestamps with public information in the Internet Movie Database (IMDb). Movie
preferences are sensitive; they can reveal political and sexual tendencies. A lesbian mother sued
Netflix for putting her at risk of being outed.60
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Data brokers are misleading the public when they claim they anonymize data.61  They trade in
personal data. They collect all kinds of extremely sensitive information, package it, and sell it to banks,
insurers, retailers, telecoms, media companies, governments, and occasionally, criminals.62  These
companies sell information about how much money you make, whether you are pregnant, or
divorced, or trying to lose weight. They have also been known to sell lists of rape victims, AIDS
patients, and other problematic categories.63

Online ads also use questionable categories to target individuals. The Interactive Advertising
Bureau, a trade group that establishes industry norms, uses categories for targeted ads that include
incest or abuse support, substance abuse, and AIDS/HIV. Google’s categories to target people for ads
likewise include substance abuse, sexually transmitted diseases, male impotence, and political
leanings.64  These categories show what data vultures are interested in: they are eager to know where
we hurt the most. Like predators, they can smell blood. They look for our vulnerabilities in order to
exploit them.

Let’s go back to your day. We left you packing for your work trip to the United States. When you get
to Heathrow airport, you might not be asked for your boarding pass as you go through security and
later board the plane. Facial recognition is now being used to verify your identity.65

When you arrive at your destination, a Transportation Security Administration (TSA) officer asks you
to surrender your laptop and smartphone. You try to resist, but he informs you that if you deny his
request, you will be refused entry. You have a work event to get to. If your boss learns that you did not
attend that meeting because you were deported for disobeying an officer at border control, he will not
be pleased, to put it mildly. You wonder whether he might even fire you. The thought of being
unemployed motivates you to surrender your most private data. You try to think about the kind of
data you have in there. You think about the nude photos with your spouse, photos of your children, all
your financial information.

Then it occurs to you that you also have very private information regarding your employer. Perhaps
you have business secrets that are worth millions. How can you be sure that data will not end up in the
hands of an American competitor? Or perhaps you have confidential information about your
government that you produced or acquired when you worked as a consultant. In 2017, a NASA
engineer was forced to unlock his smartphone at the border, even though it had sensitive content on
it.66  Or maybe you are a doctor who has sensitive information about your patients on your laptop, or
a lawyer protecting your clients, or a journalist protecting your sources.

You tell the TSA officer that you have to protect whatever confidential information you have – it is
your professional duty, and you could face legal consequences if you do not. The TSA officer is
unmoved. You remember reading something in the press about how, if you get deported from a
country, you have to stay away for five or ten years. That would be fatal for your job. You’re not sure
whether ‘refused entry’ equals deportation. You ask for a lawyer. The TSA officer responds by saying
that, if you want a lawyer, you must be a criminal. He asks whether you have something to hide.
Weary and intimidated, you end up complying and handing over your laptop and phone. He takes your
electronic devices away from your sight for a quarter of an hour or more. In that time, he downloads
your data.67

Smart borders are becoming threats to civil liberties; they are being rolled out without seriously
evaluating their benefits, risks, and legal and ethical implications.68  Drones, sensors, and facial
recognition, among other invasive technologies, promise cheaper and more effective border control at
the cost of our privacy. Given its failure to fund a brick wall at the border with Mexico, the Trump
administration has built a virtual wall made of surveillance. Sensors are not only deployed at the actual
border, but also in American communities close to the border.69  Similar initiatives are being proposed
and tested around the world. Hungary, Latvia, and Greece piloted an automated lie-detection test at
four border points. The system, called iBorderCtrl, asked travellers questions such as ‘What’s in your
suitcase?’ and then tried to identify ‘biomarkers of deceit’.70

You arrive at your hotel feeling exhausted, angry, and humiliated by the violation of your right to
privacy. You resolve to do something to avoid or minimize future violations. You think about writing an
email to an immigration lawyer, to be better informed about your rights. But you are afraid that the
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TSA, the NSA (National Security Agency), or some other agency might get access to that message, and
that that might be enough to get flagged at airports. You don’t want to become that person who
always gets stopped at borders and interrogated for hours at a time. You’re too afraid to ask for legal
advice. Maybe it’s enough if you lessen the data your phone and laptop collect on you. It’s a start, in
any case.

You might begin by trying to establish what data may have been downloaded from your phone and
laptop. You download the data that Google and Facebook have on you.71  Horrified at the level of
intrusion you discover (Google has data on you that you thought you had deleted), you decide you
should change all your privacy settings to minimize data collection. When you look at your settings,
you notice that all the defaults are set to undermine your privacy.72  And, while some of these settings
can be changed, if you do not consent to some data collection, you cannot use the services provided
by tech giants like Facebook and Google.73  There is no room for negotiating the terms and conditions,
and these can change at any time without you being notified.74  You are being bullied.75

It dawns on you that in many ways you are being treated as a criminal suspect. The level of
intrusion, the geotracking as if you had an electronic bracelet attached to your ankle, and the
forcefulness of it all. In some ways it’s worse than being a suspected criminal. At least when the police
arrest you they allow you to remain silent, and warn you that anything you say may be used against
you. As a subject of tech, you have no right to remain silent – trackers collect your data regardless of
your not wanting them to – and you are not reminded that your data can and will be used against you.
And at least during a trial you wouldn’t be forced to self-incriminate. In the surveillance society, your
data is used against you all the time.

Your spouse interrupts your thoughts with a call. He is upset about the smashed Echo. Things
haven’t been great between you for a while. You wish you had the serenity to tell him calmly what
happened, but you feel defeated. Your silence causes an escalation in the distress your partner feels
and expresses. ‘I’m sorry,’ he says, ‘I wish we were face to face, but I cannot stand a day longer in this
situation. I would like a divorce. We’ll talk about the details when you come back.’ He hangs up on
you.

Stunned, you open Spotify on your laptop to calm yourself down with music. The first ad that comes
up is for a divorce lawyer. Is it a coincidence? Probably not. How did they know? And who are ‘they’?
Maybe it was your spouse’s online searches for divorce. Or perhaps it was your marital fights that got
recorded and analysed. Or maybe a predictive algorithm guessed your impending divorce based on
how little time you have spent with your family lately. Maybe it was Spotify analysing your mood
based on your music choice. Even bankers are gauging the public mood by looking at data from
Spotify.76  It bothers you that you’ll probably never know who knows that you are getting a divorce,
how they got that information, and whether they knew before you did. Whatever the case, it is not
okay. You didn’t tell them, and they do not have a right to eavesdrop on your most intimate
relationships.

You wonder how far the privacy invasions can go before we decide to limit them. Technology has
always pushed the boundaries of privacy. First photography, now the internet. You shudder at the
memory of the news that Nike has started to sell their first smart shoes.77  If researchers develop
‘smart dust’ – ubiquitous sensors that don’t need batteries and are tiny enough to be near invisible78

– privacy might become almost impossible to protect.
You are tempted to think that you’ll be glad to leave this brave new world behind, one day. You’re

only sorry that your son has had to cope with privacy problems from such a young age, and that he will
have to deal with them for much longer than you. Pondering your mortality, it dawns on you that
violations of your right to privacy will not stop with your death. You will keep on living online.
Scavengers will keep living off the trail of data you leave behind. And perhaps that data may still affect
your son and his offspring. It may also affect the way your life is perceived by others – your post-
mortem reputation.

You wonder if there is anything you can do to clean up your data footprint before it’s too late. There
is. Before yielding to despair over how we lose streams of privacy every second of every day, read on.
The next three chapters do not paint a pretty picture, but taking a look at the grisly innards of the data
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economy is important to allow us to better understand how we got here, and how we can get out of
this oppressive mess.

16



TWO

How Did We Get Here?

The contrast between today’s privacy landscape and that of the 1990s is stark. At the end of the
twentieth century, your car was a car – it wasn’t interested in the music you like, it didn’t listen to your
conversations, it didn’t track your weight, it didn’t record your comings and goings. Your car took you
where you wanted to go. It served you. You didn’t serve it. For some of us, waking up to surveillance in
the digital age felt as though we went to bed one night and found a completely different world the
next morning – a bleaker one, at least with regard to our privacy and our autonomy over the objects
surrounding us. How did we get here? Why did we allow the surveillance society to take root? At least
three elements played a part in the erosion of our privacy: the discovery that personal data resulting
from our digital lives could be very profitable, the terrorist attacks of 11 September 2001, and the
mistaken belief that privacy was an outdated value.

TURNING DATA EXHAUST INTO GOLD DUST

How do your everyday life experiences end up being data? Through your interaction with computers.
Computing produces data as a by-product. By using digital technologies, or by digital technologies
using you, a data trail is created of what you’ve done, when, and where. At the beginning of the digital
age this data was not used commercially – either it was not used at all, or it was used as feedback to
improve the system for users. The main protagonist in the story of the transformation of data exhaust
into data gold dust is Google.1

Larry Page and Sergey Brin met at Stanford University in 1995 when they were both students. In
1996 they developed the core of Google – the PageRank algorithm.2  PageRank counts the number
and quality of links to a page to assess how authoritative that website is, and it ranks search results
accordingly. The algorithm assumes that the more important websites are those that receive the most
links from other authoritative websites. Other search engines returned irrelevant listings because they
only focused on the text, without giving different weight to different kinds of sources. Page and Brin’s
algorithm, in contrast, could give more visibility to newspapers than to unknown blogs, for instance.

PageRank was inspired by academic citations. Academics write papers building on other people’s
work, which they cite in their own work. The more citations a paper receives, the more important it’s
considered to be. By imitating academia, PageRank managed to establish order out of the meaningless
noise of the internet, and thus make search queries much more informative and valuable. It was a
brilliant idea. Not only that, the algorithm got better and better as the internet grew. It scaled
spectacularly well.3

Unfortunately for us all, the trouble was that Page and Brin wanted to turn Google Search from an
amazing tool into a moneymaking company. Early in 1999 they tried to sell Google to Excite, another
search engine, without success. They also reportedly tried to sell it to AltaVista and Yahoo.4  In 2000,
two years after it was incorporated and despite its growing popularity, Google still hadn’t developed a
sustainable business model. In that sense, it was just another unprofitable internet start-up. Investors
were growing impatient. One of them joked that the only thing he had received from his six-figure
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investment was ‘the world’s most expensive T-shirt’.5  There was a risk of funders pulling out if the
company didn’t start earning money, fast. Google’s financial situation was desperate.

The tide turned quickly. In 2001, Google’s revenue increased to $86 million from $19 million in
2000. In 2002, that figure jumped to $440 million, then $1.5 billion in 2003, and $3.2 billion in 2004.
That’s a 3,590 per cent increase in revenue in only four years, from 2001 to the end of 2004.6  How did
they do it? No, they didn’t rob a bank or find oil beneath their feet – not quite. They used the personal
data of their users to sell ads, thus inaugurating the age of ‘surveillance capitalism’, as social
psychologist Shoshana Zuboff has brilliantly dubbed it.

Before they became the world masters of ads, people at Google had not looked favourably on
advertising. Or so they claimed. Brin and Page wrote a paper in 1998 in which they expressed their
concerns about depending on ads. ‘We expect that advertising funded search engines will be
inherently biased towards the advertisers and away from the needs of the consumers,’ they wrote.
The paper seemed to suggest they wanted to keep Google as an academic tool: ‘we believe the issue
of advertising causes enough mixed incentives that it is crucial to have a competitive search engine
that is transparent and in the academic realm’.7  It is too bad things turned out so differently.
PageRank was more trustworthy than previous search engines precisely because it didn’t rely on
advertising to make a profit, and therefore it didn’t need to bias its results. Based on their paper, Brin
and Page seemed unlikely candidates to turn the internet into an advertising marketplace.

Eric Veach was the person who engineered the ads system that made Google what it is today. ‘I
hate ads,’ he said, echoing Brin and Page’s stance.8  To their credit, it seems that Googlers intended to
make ads better than the average ad online in those days. The theory of AdWords, as the system was
called, sounds reasonable: ads should make Google, advertisers, and users happy. Google gets money,
advertisers get to publicize and sell their products, and users get to use a high-quality search engine
while being exposed to ads that interest them. Doesn’t sound like too bad a deal.

One special feature of AdWords was that it wasn’t up to advertisers to buy the best positions.
Rather, ads that managed to get more people to click on them were prioritized, which was meant to
ensure that ads were useful to users. The system was easy to game, however: advertisers could click
on their own ads to gain visibility, which is why Google decided to start auctioning ads instead.
Advertisers would pay by the click. That is, advertisers would submit a bid for how much they were
willing to pay for each time a user clicked on their ad. The advertiser who won the bid was to pay one
penny more than the runner-up. It’s a clever system, and it was a game changer. By charging by the
click, Google allowed advertisers to pay for ads only when they worked. A further innovation was that
Google lowered the price for more effective ads, thereby incentivizing better ads.

There was much to like about Google’s ads, compared with others. They were relatively
unobtrusive, they were clearly marked as ‘sponsored’ and not mixed in with a user’s ‘organic’
searches, and there were incentives for quality. But there were less palatable aspects to the system
too. One was that it created a ‘black box’ for advertisers, who had to trust Google’s calculations and
could never get the full story behind how Google placed their ads and why.9  A greater downside of
the Google ads system was that it turned the company’s business model upside down. Google’s users
ceased to be its clients; its customers were now the advertisers. And we, the users, became the
product. Google’s incentives and loyalties had taken a drastic turn.

To this day, Google is primarily an advertising company. It earned almost $135 billion in 2019 just
from ads. Alphabet, Google’s holding company, had total revenues of almost $162 billion that year. In
other words, more than 80 per cent of Alphabet’s returns are from Google ads.10  And AdWords is still
the most profitable of Google’s advertisement initiatives.11

The most troubling victim of Google’s advertising success, as you can imagine, was our privacy. Our
data, which up until then had only been used to improve Google’s search engine, began to be used to
personalize ads. Through our searches, Google built up a precise image of our minds, both collectively
and individually.

We tend to search for what we’re thinking about. On 28 February 2001 there was an earthquake
near Seattle at 10.54 in the morning. Google had learned about it by 10.56 after detecting a surge in
earthquake-related searches in that area.12  It also knows what TV shows are most popular at any one
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time. And it has access to even more private information, such as whether you are thinking about
doing drugs, or having an abortion, or whether you’re concerned about your health, or about not
being able to pay back a loan. A live sample of all these searches was shown at Google through a
display called Live Query. A New York Times reporter wrote that looking at Live Query felt like
‘watching the collective consciousness of the world stream by’.13

All that data can be used to sell ads. By 2003, the concept was well developed enough that Google’s
computer scientists filed a patent entitled ‘Generating User Information for Use in Targeted
Advertising’.14  Patents are a good way to know what companies are up to. This patent not only
described how to use for ads data that users left behind as they searched through Google. It also
described how to infer data that users might not provide ‘voluntarily’. What the patent illustrates,
among other things, is that Google went from receiving data produced by users interacting with its
website and using it to improve its service, to creating and hunting for user data with the express
objective of using it to target advertisements.

Google was already collecting oceans of data about its users as they searched for what they desired,
feared, and were curious about. But once users clicked on a search result and left for another website,
they were beyond Google’s reach. That is, until the tech giant designed AdSense to complement its
AdWords. AdSense uses the internet as if it were a blank canvas ready to be plastered with its ads –
it’s almost everywhere around the web. It runs ads in websites that are (or were) independent from
Google, such as online shops and newspaper websites. With AdWords and AdSense, Google had
kicked off the surveillance economy.

Before Google, some personal data was bought and sold here and there. And some of it was used
for advertising, but not on a grand scale. Not with that level of specificity and analysis. Not for the
purposes of personalization. Not as the main funding scheme for much of the internet. Google
successfully turned data exhaust into gold dust and inaugurated the surveillance economy as one of
the most lucrative business models of all time. It mixed all of the existing ingredients, and then some,
and baked the cake. A race to the moral bottom developed as other companies tried to catch up,
developing their own ways of mining our personal data. Google had turned its users into products, and
others followed.

In an effort to continue its surveillance supremacy, in 2007 Google bought DoubleClick, an ad
company that used a ‘cookie’ (a small piece of data that identifies visitors to websites) to access users’
personal data, including browsing history, before the user even clicked on an ad. DoubleClick also used
display ads (graphic banners), which further violated Google’s original position of not creating
distracting ads. Thanks to DoubleClick, Google could now follow users almost everywhere they went
online, even if they didn’t click on any ads.15  Since then, Google has created product after product to
help it gather even more data from even more sources. Chrome, Maps, Pixel, Nest, and many others
were designed as ways to collect even more data from you.

Most of us learned about the dubious practices behind what we took to be our tech heroes very late
in the game. Google and other businesses started profiting from the collection, analysis, and trade of
our personal data without asking permission from governments or securing consent from users. They
just went ahead with their plans with a ‘let’s see what happens’ attitude. And nothing happened.
Spellbound by the novel and ‘free’ services offered by tech companies, users accepted what we
thought was a bargain without realizing what we were giving up.

The first time you opened an email account it probably never occurred to you that you were
surrendering your personal data in return. It certainly didn’t cross my mind. It wasn’t a fair and open
deal. The narrative about users consciously exchanging personal data for services was told to us years
after the deal had been sealed, once tech companies had our data and getting out of the transaction
seemed impossible.

Never was it more obvious that our interaction with digital technologies is not entirely voluntary
than during the coronavirus lockdown. People were forced to use technologies that are extremely
disrespectful of privacy, such as Zoom, for their work, to keep their children in school, and to keep in
touch with their family. Once digital platforms became indispensable to us, a must-have in order to be
a full participant in our society, there was no chance of opting out of data collection.
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Make no mistake about it: it is no coincidence that you learned about surveillance capitalism long
after it became mainstream. Google kept very quiet about its personal data collection endeavours and
its business model.16  The then CEO Eric Schmidt called it ‘the hiding strategy’.17  Secrecy was a way to
protect their competitive advantage for as long as possible. It was also a way to keep users in the dark
about what was being done with their data. As former Google executive Douglas Edwards wrote:
‘Larry [Page] opposed any path that would reveal our technological secrets or stir the privacy pot and
endanger our ability to gather data. People didn’t know how much data we collected, but we were not
doing anything evil with it, so why begin a conversation that would just confuse and concern
everyone?’18  As we will see, we should worry about our private data being collected even if no one is
using it at the moment for evil purposes – data often gets misused eventually. Furthermore, what is
evil is not always apparent, especially when it becomes part of a system. The data economy led, years
later, to the erosion of equality, fairness, and democracy. That’s why the right to privacy is a right, and
we should respect it even when the bad effects are not immediately obvious.

Google kept its mouth shut about its business model because it was taking something very private
from us without asking for our permission and using it for the benefit of its advertisers and itself.19

And no one stopped it because almost no one knew what was going on. But things might have been
different. The surveillance economy was not inevitable. Brin and Page could have become academic
professors, and kept Google Search as a non-commercial academic initiative – something like
Wikipedia. Or they could have found an alternative business model. Or regulatory bodies could have
limited what could be done with our private data. In fact, the data economy was almost regulated, but
disaster got in the way.

DISASTER STRIKES

By the late 1990s, regulatory bodies were getting worried about cookies. In 1996 and 1997, Federal
Trade Commission (FTC) workshops in the United States discussed giving people control over their
personal information. The FTC’s first approach was to encourage companies to self-regulate. But
companies didn’t listen. In 1999, for instance, DoubleClick had merged with a data broker, Abacus,
presumably to try to identify its users. Privacy advocates petitioned the FTC to investigate, and
DoubleClick was pressured to sell Abacus.20

When it became clear that self-regulation wasn’t enough to protect users’ privacy, the FTC took a
further step. In 2000, it wrote a report to Congress proposing legislation. It suggested that websites
inform users of their information practices, that users be given choices as to how their personal data
was used, that websites allow people to access the personal data held about them, and that websites
be required to protect the security of the information they collect. ‘The Commission believes that
industry’s limited success in implementing fair information practices online, as well as ongoing
consumer concerns about Internet privacy, make this the appropriate time for legislative action,’ reads
the report.21  If the United States had legislated to curb personal data collection online then, our
world might look very different today. Google might never have become an advertising giant, and the
surveillance practices that have become commonplace might never have developed.

Regrettably, history developed in a very different way. A little more than a year after the FTC report
came out, in September 2001, four passenger airplanes in the United States were hijacked by
terrorists. Two crashed into the Twin Towers in New York City, one crashed into the Pentagon, and the
fourth one, apparently heading for the White House, crashed in Pennsylvania after its passengers
fought the hijackers. The attack not only claimed the lives of almost 3,000 people, it unleashed war,
was used to justify the passing of extraordinary laws, and inflicted a national and international trauma
the effects of which linger to this day. Tragically, the terrorist attacks were extraordinarily successful in
wounding liberal democracy. And part of the damage was inflicted by elected representatives.

After 9/11, the mandate pronounced by President George W. Bush and echoed in American society
for years was ‘never again’. There was a feeling of shame for not having prevented the attacks, and a
resolve to do whatever was necessary to make sure there could never be another 9/11. Overnight, the
focus of government action in the United States became security. Privacy regulation got shelved.22  It
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wasn’t only a matter of the government being too busy with security to tackle privacy. Intelligence
agencies saw an opportunity to expand their surveillance powers by obtaining a copy of all the
personal data that corporations were collecting.23  Once the government took an interest in our
personal data, there was no incentive for them to regulate for privacy. Quite the contrary: the more
data businesses collected, the more powerful government surveillance could be, and the more
terrorist attacks could be prevented – in theory.

The United States Congress passed the Patriot Act, instituted a Terrorist Screening Program, and
created a number of other measures that increased warrantless surveillance. Many of the initiatives
taken were secret. Secret laws, secret courts, secret policies. Even a decade after 9/11, it wasn’t
possible, as an ordinary citizen, to know what the state of surveillance and civil liberties in the United
States was because the rules governing society were undisclosed.24  In fact, most of what we now
know about mass surveillance in the United States we learned through the revelations of Edward
Snowden, a National Security Agency (NSA) contractor turned whistleblower, in 2013.25

The extent of government surveillance powers in the United States after 9/11 is astonishing. The
details would take a whole book, but here is a taste. The NSA collected data from Microsoft, Yahoo,
Google, Facebook, YouTube, Skype, and Apple, among other companies, through a programme called
PRISM. That included emails, photos, video and audio chats, browsing history, and all data stored on
their clouds. As if that wasn’t enough, the NSA also performed upstream collection of data – that is,
collecting data directly from private-sector internet infrastructure, from routers to fibre-optic cables.26

The NSA then used XKEYSCORE to organize all the data it had collected. XKEYSCORE was a kind of
search engine that allowed analysts to type in anyone’s address, telephone number, or IP address and
then go through their recent online activity. Everyone’s communications were in there. Analysts could
also watch people live as they went online and typed, letter by letter.27

Most of the world’s internet traffic passes through infrastructure or technologies that are under the
control of the United States.28  That means that the NSA can surveil almost every internet user around
the world. If you happen to be of interest to the NSA, then surveillance can be even more intrusive, as
they have programmes that can access every corner of an individual’s digital life and tamper with it.29

If it serves its purposes, the NSA can then share some of the data it has collected with other
intelligence agencies in allied countries. The NSA wants to collect it all and keep a permanent record of
everything.30  The intelligence community likes to call such invasion of privacy ‘bulk collection of data’
to avoid its straightforward name: mass surveillance.

The most lamentable aspect of our loss of privacy is that it didn’t even help prevent terrorism. The
idea that if we have more data on people we will be able to prevent bad things like terrorism from
happening is an intuitive one. The appeal is understandable. But it’s wrong. Every piece of evidence we
have suggests that mass surveillance in the United States has been utterly unhelpful in preventing
terrorism. The President’s Review Group on Intelligence and Communications Technologies, for
instance, could not find a single case in which mass collection of telephone call records had stopped an
attack.31

In 2004, the FBI analysed the intelligence gathered from STELLARWIND, a surveillance programme
composed of warrantless bulk phone and email collection activities, to see how many had made a
‘significant contribution’ to identifying terrorists, deporting suspects, or developing a relationship with
an informant about terrorists. Only 1.2 per cent of the tips from 2001 to 2004 were useful. When the
FBI looked at the data from 2004 to 2006, they found that no tips had made a significant
contribution.32  The leads sent from the NSA to the FBI were too many, and too much of a waste of
time.33  When the NSA complained to the FBI that they were not seeing results from the information
they were passing on, an FBI official responded with the feedback he received from field officers:
‘You’re sending us garbage.’34

Terrorism is a rare event; it is a needle in a haystack. Throwing more hay at the haystack doesn’t
make finding the needle any easier – it makes it harder. By collecting much more irrelevant than
relevant data, mass surveillance adds more noise than signal.35  Even if mass surveillance could
prevent attacks, however, we have to bear in mind that surveillance is not without harms and risks.
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The risk of a terrorist attack has to be weighed against the risk of a massive misuse of data, in addition
to the erosion of civil liberties. Privacy losses kill too, as we will see.

In the two decades it has been around, mass surveillance does not seem to have prevented
terrorism, but it has been very effective at stripping away the right to privacy of all internet users.
Surveillance has also been used for the purposes of economic and international espionage; its targets
have included ally countries and aid organizations.36  Digital mass surveillance’s main contribution was
giving more power to the powerful – tech companies that soon became big tech, and governments –
and disempowering ordinary citizens.

There are a few lessons to be drawn from this depressing episode in history. One is that the
surveillance society was born out of the collaboration between private and public institutions. The
government allowed corporate data collection to thrive so it could make a copy of the data. The data
economy was allowed to run wild because it proved to be a source of power for governments. In
exchange, corporations assisted government surveillance. AT&T, for example, installed surveillance
equipment at the request of the NSA in at least seventeen of its internet hubs in the United States. It
also provided technical help to wiretap all of the internet communications at the United Nations
headquarters, a customer of AT&T.fn1,  37

Perhaps the best example of how surveillance capitalism is a private and public venture is Palantir.
Named after the omniscient crystal balls in J. R. R. Tolkien’s Lord of the Rings, Palantir is a secretive big
data analytics company. It was founded by Peter Thielfn2,  38  in 2004, funded by the CIA, and designed
in collaboration with intelligence agencies. It specializes in finding insights in troves of data.

One of the problems with XKEYSCORE, the NSA tool that worked like a search engine, was data
overload. Searching, for example, for every IP address that made a Skype call at a particular time could
return too many results. Imagine trying to search through your email account, only the results are
pulled from every email in the world. Palantir helped the NSA make XKEYSCORE more intelligible.39

Such private and public cooperation remains in place. Most countries don’t have the expertise to
develop surveillance and hacking tools, so they buy them from cyberweapons manufacturers.40

Countries around the world use the tech giants for the purposes of surveillance. Palantir, Amazon, and
Microsoft, for instance, have provided tools that aided the Trump administration in surveilling,
detaining, and deporting immigrants41  – policies that have been exceptionally controversial on
account of the mass separation of children from their parents.42  It is probably not a coincidence that
one of Amazon’s new headquarters is so close to the Pentagon. Given their close ties, it doesn’t make
much sense to distinguish between government and corporate surveillance. We have to tackle both.

If we only protect ourselves from governments, businesses will surveil us and pass on that
information to governments. In 2018, John Roberts, Chief Justice of the Supreme Court in the United
States, authored a majority opinion ruling against the government obtaining location data from mobile
phone towers without a warrant. He argued that, ‘When the government tracks the location of a
cellphone it achieves near perfect surveillance, as if it had attached an ankle monitor to the phone’s
user.’ The ruling clawed back some privacy for Americans, almost two decades after 9/11. But in the
context of the surveillance economy, there are many ways of obtaining data. Rather than asking
mobile phone companies for their data, the Trump administration has bought access to a commercial
database that maps the movements of millions of mobile phones in the United States. Given that such
data is for sale from data brokers, the government doesn’t need a warrant to get it. In other words, by
outsourcing surveillance to private companies, the government has found a way to bypass Supreme
Court rulings.43

Yet if we only protect ourselves from corporate surveillance, governments will collect data and pass
it on to businesses. The flow of information goes both ways. Data about millions of patients in the
National Health Service in the United Kingdom has been sold to pharmaceutical companies, for
example.44  Big tech companies were quick to open conversations with governments across the world
to tackle the coronavirus pandemic through the use of smartphone apps. The pandemic takes us to a
second lesson to be learned from surveillance after 9/11: crises are dangerous for civil liberties.

During crises, decisions are taken without carefully considering pros, cons, evidence, and
alternatives. Whenever there is the slightest resistance to a proposed extreme measure, an appeal to
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‘saving lives’ silences dissenters. No one wants to get in the way of saving lives, even when there is not
a shred of evidence that our initiatives will in fact save lives. Government agencies and corporations
engage in power grabbing. Civil liberties are sacrificed unjustifiably without proper guarantees of
getting them back after the crisis. Extraordinary measures taken in the grip of panic tend to remain in
place long after the emergency is over.

‘Never again’ was an unrealistic response to the 9/11 terrorist attacks. It was a simplistic and absurd
catchphrase that warped policy discussions for more than a decade.45  Invulnerability is unattainable.
We should distrust any policy that promises zero risk. The only place where you will find zero risk is six
feet underground, once you have stopped breathing. To live is to risk, and to live well is to manage risk
without compromising that which makes for a good life. Terrible things like terrorist attacks and
epidemics happen in the world – and they will continue to happen. To think we can prevent them if we
give up our freedom and privacy is to believe in fairy tales. Such wishful thinking will only lead us to
add authoritarianism to the list of catastrophes we will have to endure. Ironically, authoritarianism is
one disaster we can avert. But we have to defend our civil liberties in order to do so. That means
keeping your personal data safe. Being too risk-averse can paradoxically drive us into bigger dangers
down the line.

But it’s hard to remember the value of privacy in the midst of an emergency. When we become
afraid for our lives the last thing in our minds is our personal data. The dangers of terrorism and
epidemics are tangible in a way that privacy threats are not. A terrorist attack instantly leaves dead
bodies to mourn that also serve as a warning to those left standing. An epidemic is less immediate in
its effects – the 2020 coronavirus seemed to take one to two weeks to land someone in hospital – but
also leaves a death trail that can understandably strike terror into the hearts of the population. Yet
privacy losses can be lethal as well, both in the literal sense and the metaphorical sense of killing ways
of life that we value; it’s just that the casualties typically take much longer to materialize.

Data collection doesn’t cut our flesh or make us bleed, it doesn’t infect our lungs making it hard to
breathe. But data collection is poisoning our lives, institutions, and societies. It just takes time for the
consequences to unfold. Personal data is toxic, but it’s a slow-acting poison.

We are more likely to protect our personal data adequately, even during a crisis, if we always keep
in mind why privacy is important.

FORGETTING WHAT MATTERS AND WHY IT MATTERS

In 2010, Facebook founder Mark Zuckerberg suggested that privacy was no longer ‘a social norm’, that
we had ‘evolved’ beyond it. ‘People have really gotten comfortable not only sharing more information
and different kinds, but more openly and with more people,’ he said.46  His statements don’t seem
true or sincere, given that he bought the four houses surrounding his in order to have more privacy.47

And let’s never forget that Facebook’s entire stream of income depends on exploiting our personal
data. A month before Zuckerberg declared privacy dead, Facebook had controversially changed the
default settings on the platform to compel users to share more information publicly.48  It is in the
interest of tech giants that we believe that privacy is outdated, that it is an anachronism. But it’s not.

An anachronism is something that belongs to a different time period, typically something that has
become obsolete. We often inherit objects, social norms, and laws that were made for a very different
context and have become dysfunctional in the present time. Some anachronisms are plain funny.
Christ Church, my previous college at the University of Oxford, used to allow only the Porter to keep a
dog in college. To bypass this outdated rule, as recently as the 1990s the Dean’s dog was officially
considered a cat.49  Another example: Members of Parliament in the United Kingdom are not allowed
to wear a suit of armour in Parliament.50  Not all anachronisms are funny though – some are positively
pernicious.

Countries often have many thousands of laws and regulations. It’s hard to keep track of them all,
and laws that should no longer apply are not always repealed. Anachronistic laws are dangerous
because they may be used in questionable ways. For instance, an obscure New York law from 1845
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against wearing masks was used in 2011 to arrest Occupy Wall Street protesters, in contrast to other
people wearing masks (think Halloween and epidemics) who do not and will not get arrested.

We have very good reason to do away with anachronistic laws and norms, as they can lead to
unfairness and to the delay of progress. That is why Zuckerberg hinting that privacy had become
obsolete was so significant. Since then, wanting to reassure users and keep up with competitors who
are more serious about privacy, Zuckerberg has changed his tune and in 2019 claimed that ‘the future
is private’.51  Just one month later, however, Facebook’s lawyer argued in court that users had ‘no
privacy interest’, because by the sheer act of using the platform they had ‘negated any reasonable
expectation of privacy’.52  If Zuckerberg is right that the future is private, and Facebook’s lawyer is
right that users cannot hope for privacy on the platform, then the logical conclusion seems to be that
the future is one in which there is privacy and Facebook doesn’t exist.

Even though Zuckerberg has backtracked on his words, privacy still gets routinely blamed for being
an obstacle to progress. Since 2001, privacy has been accused time and again of being a hindrance in
the authorities’ efforts to keep citizens safe. Privacy also gets a hard time in medical contexts.
Physicians and tech companies hungry for personal data argue that privacy is a barrier to the
advancement of personalized medicine and big data analytics.

During the coronavirus pandemic there was much discussion about how loosening privacy standards
could help tackle the outbreak. Countries around the world used a variety of contact-tracing apps to
try to identify people who might have the infection. Experts investigated to what extent the laws in
their countries allowed for exceptions to data protection in the context of a pandemic. A report by the
Tony Blair Institute for Global Change argued that a dramatic increase in technological surveillance
was ‘a price worth paying’ in the fight against the coronavirus, even if ‘there are no guarantees that
any of these new approaches will be completely effective’.53

Just as dangerous as keeping obsolete norms is mistaking crucial norms for obsolete ones. Privacy
has a long history. We can find evidence of some form of privacy norms in almost every society that
has ever been studied.54  To those who say that privacy is dead, ask them for their password to their
email account. Or, better yet, next time they’re in a toilet cubicle, greet them from the adjoining
cubicle as you take a peek over the divider. You won’t be disappointed – privacy norms are in good
health.

Privacy’s relative success in managing to stay alive over time and through many cultures can
constitute its own risk by making it easy for us to take it for granted. Privacy’s benefits have been
stable enough for long enough that we can forget how much it matters and why. A similar
phenomenon is common in the context of public health. When we successfully prevent or rapidly
contain an epidemic, for instance, we are likely to underestimate the importance of those measures
when we next face the threat of an epidemic because we didn’t get to experience the bad effects of
what could have happened without our intervention. In the same way, we can forget the value of
privacy if we haven’t recently felt the consequences of its loss. It’s not a coincidence that Germany is
more privacy-conscious than most other countries. The memory of the Stasi is still fresh.

In the offline world, there are often certain signals, usually quite palpable, that alert us when
privacy norms have been broken. There are few sensations as socially uncomfortable as being
scrutinized by someone when you don’t want to be watched. When someone steals your diary, they
leave a noticeable absence behind. The digital age was able to make us forget our privacy norms in
large part because it was able to separate them from these tangible cues. The theft of digital data does
not create any sensation, it does not leave a visible trace, there is no absence to perceive. The loss of
privacy online only hurts once we have to bear the consequences – when we are denied a loan or a job
or insurance, when we are humiliated or harassed, when we become victims of extortion, when
money disappears from our bank account, or when our democracies are harmed.

The next two chapters are a reminder of two important privacy lessons that our parents and
grandparents probably understood better than us: that the battle for your privacy is a struggle for
power, and that personal data is toxic.
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THREE

Privacy Is Power

Imagine having a master key for your life. A key or password that grants you access to the front door
of your home, your bedroom, your diary, your computer, your phone, your car, your safe deposit, your
health records. Would you go around making copies of that key and giving them out to strangers?
Probably not. So why are you willing to give up your personal data to pretty much anyone who asks for
it?

Privacy is like the key that unlocks the aspects of yourself that are most intimate and personal, that
most make you you. Your naked body. Your sexual history and fantasies. Your past, present, and
possible future diseases. Your fears, your losses, your failures. The worst thing you have ever done,
said, and thought. Your inadequacies, your mistakes, your traumas. The moment in which you have
felt most ashamed. That family relation you wish you didn’t have. Your most drunken night.

When you give that key, your privacy, to someone who loves you, it will allow you to enjoy
closeness, and they will use it to benefit you. Part of what it means to be close to someone is sharing
what makes you vulnerable, giving them the power to hurt you, and trusting that person never to take
advantage of the privileged position granted by intimacy. People who love you might use your date of
birth to organize a surprise birthday party for you; they’ll make a note of your tastes to find you the
perfect gift; they’ll take into account your darkest fears to keep you safe from the things that scare
you.

Not everyone will use access to your privacy in your interest, however. Fraudsters might use your
date of birth to impersonate you while they commit a crime; companies might use your tastes to lure
you into a bad deal; enemies might use your darkest fears to threaten and blackmail you. People who
do not have your best interests at heart will exploit your data to further their own agenda. And most
people and companies you interact with do not have your best interests as their priority. Privacy
matters because the lack of it gives others power over you.

You might think you have nothing to hide, nothing to fear. You are wrong – unless you are an
exhibitionist with masochistic desires about suffering identity theft, discrimination, joblessness, public
humiliation, and totalitarianism, among other misfortunes. You have plenty to hide, plenty to fear, and
the fact that you don’t go around publishing your passwords or giving copies of your keys to strangers
attests to that.

You might think your privacy is safe because you are a nobody – nothing special, interesting or
important to see here. Don’t short-change yourself. If you weren’t that important, businesses and
governments wouldn’t be going to so much trouble to spy on you.

You have the power to lend your attention, your presence of mind. People are fighting for it.1

Everyone in tech wants you to pay attention to their app, their platform, their ads. They want to know
more about you so they can know how best to distract you, even if that means luring you away from
quality time with your loved ones or basic human needs such as sleep.2  You have money, even if it’s
not much. Companies want you to spend your income on them. Hackers with extortion on their minds
are eager to get hold of your sensitive information or images.3  Insurance companies want your
money too, as long as you are not too much of a risk, and they need your data to assess that.4  You
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can probably work. Businesses want to know everything about who they are hiring, including whether
you might be someone who will want to fight for your rights.5

You have a body. Public and private institutions want to know more about it, perhaps experiment
with it, and learn more about other bodies like yours. You have an identity. Criminals want to use it to
commit crimes in your name and let you pay the bill.6  You have personal connections. You are a node
in a network. You are someone’s offspring, someone’s neighbour, someone’s teacher or lawyer or
barber. Through you they can reach other people. That’s why apps ask you for access to your contacts.
You have a voice. All sorts of agents want to use you as their mouthpiece on social media and beyond.
You have a vote. Foreign and national forces want you to vote for the candidate who will defend their
interests. As you can see, you are a very important person. You are a source of power.

By now most people are aware that their data is worth money. But your data is not valuable only
because it can be sold. Facebook does not technically sell your data, for instance.7  Nor does Google.8

They sell the power to influence you. They keep your data so that they can sell the power to show you
ads, and the power to predict your behaviour. Google and Facebook are only technically in the
business of data; they are mostly in the business of power. Even more than monetary gain, personal
data bestows power on those who collect and analyse it, and that is what makes it so coveted.

POWER

The only thing more valuable than money is power. Power can get you anything and everything. If you
have power, you can have not only money, but also the ability to get away with anything you want to
do. If you have enough of it, it can even allow you to be above the law.

There are two aspects to power. The first is what philosopher Rainer Forst defined as ‘the capacity
of A to motivate B to think or do something that B would otherwise not have thought or done’.9

Powerful people and institutions can make you think and do things. The means through which the
powerful enact their influence are varied. They include motivational speeches, recommendations,
ideological narratives of the world, seduction, and credible threats. In the digital age, they can include
algorithms, apps, ads, fake news, fake groups and accounts, and repeating narratives that paint tech as
the solution to our every problem, among many other means in which power is exerted. We can call
this soft power.

Forst argues that brute force or violence is not an exercise of power, for people subjected to it do
not ‘do’ anything; rather, something is done to them. I disagree. Brute force is clearly an instance of
power. It is counterintuitive to think of someone who is subjecting us to violence as powerless. Think
of an army dominating a population, or a thug strangling you. Max Weber, one of the founders of
sociology, describes this second aspect of power as the ability of people and institutions to ‘carry out
their own will despite resistance’.10  We can call this hard power.

In short, powerful people and institutions make us act and think differently from the way we would
in the absence of their influence. If they fail to influence us into acting and thinking as they want us to,
powerful people and institutions can exercise force upon us – they can do unto us what we will not do
ourselves.

There are different types of power: economic, political, military, and so on. But power can be
understood as an analogy to energy: it can transform itself from one kind into another.11  A company
with economic power can use its money to gain political power through lobbying, for instance. A
politically powerful person can use his power to earn money through exchanging favours with private
companies.

That tech giants like Facebook and Google are powerful is hardly news. But exploring the
relationship between privacy and power can help us better understand how institutions amass, wield,
and transform power in the digital age, which in turn can give us tools and ideas to resist more
successfully the kind of domination that is kindled by violations of the right to privacy. To fully grasp
how institutions accumulate and exercise power in the digital age, first we have to look at the
relationship between power and knowledge.
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POWER AND KNOWLEDGE

There is a tight connection between power and knowledge. At the very least, knowledge is an
instrument of power. The English philosopher and statesman Francis Bacon understood that
knowledge in itself is a form of power. More than three centuries later, the French historian of ideas
Michel Foucault went even further and argued that power produces knowledge as much as the
reverse.12  There is power in knowing, and knowledge in power. Power creates knowledge and
decides what gets to count as knowledge. Through collecting your data and learning about you,
Google becomes empowered, and that power allows Google to decide what counts as knowledge
about you through its use of your personal data. Through protecting our privacy, we prevent others
from being empowered with knowledge about us that can be used against our interests. By having
more power, we have more of a say in what counts as knowledge.

The more someone knows about us, the more they can anticipate our every move, as well as
influence us. One of the most important contributions of Foucault to our understanding of power is
the insight that power does not only act upon human beings – it constructs human subjects.13  Power
generates certain mentalities, it transforms sensitivities, it brings about ways of being in the world. In
that vein, political and social theorist Steven Lukes argues that power can bring about a system that
produces wants in people that work against their interests.14

People’s desires can themselves be a result of power, and the more invisible the means of power,
the more powerful they are. An example of power shaping preferences is when tech uses research
about how dopamine works to make you addicted to an app. Dopamine is a neurotransmitter involved
in motivating you into action through anticipating the way you will feel after your desires are met.
Tech uses techniques such as creating irregularly timed rewards (that’s what makes slot machines so
addictive) and using flashy colours to get you to engage as much as possible with their platform. ‘Likes’
and comments on your posts ‘give you a little dopamine hit’.15  Your desire to engage with a
persuasive app does not arise from your deepest commitments and values. You usually don’t wake up
thinking ‘today I want to spend three mindless hours scrolling through Facebook’s infinite newsfeed’.
Your desire is produced by the power of tech. In that sense, it is not entirely yours. Another example is
political campaigners researching your convictions and affective and cognitive inclinations to show you
an ad that will nudge you towards acting the way they want you to act.

Power derived from knowledge, and knowledge defined by power, can be all the more dominant
when there is an asymmetry of knowledge between two parties. If, say, Facebook knows all there is to
know about you, and you know nothing about Facebook, Facebook will have more power over you
than if both parties knew equal amounts about each other. The asymmetry becomes starker if
Facebook knows everything there is about you, and you think Facebook knows nothing, or you don’t
know how much Facebook knows. That makes you doubly unknowing.

The power that comes about as a result of knowing personal details about someone is a very
particular kind of power, although it also allows those who hold it the possibility of transforming it into
economic, political, and other kinds of power.

POWER IN THE DIGITAL AGE

The power to forecast and influence derived from personal data is the quintessential kind of power in
the digital age.

Governments know more about their citizens than ever before. The Stasi, for instance, only
managed to have files on roughly a third of the population of East Germany, even if it aspired to have
complete information on all citizens.16  Intelligence agencies today hold much more information on all
of the population. For starters, a significant proportion of people volunteer private information on
social networks. As filmmaker Laura Poitras put it, ‘Facebook is a gift to intelligence agencies.’17

Among other possibilities, that kind of information gives governments the ability to anticipate protests
and arrest people pre-emptively.18  Having the power to know about organized resistance before it
happens and being able to squash it in time is a tyranny’s dream.
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Tech companies’ power is constituted, on the one hand, by having exclusive control of our data, and
on the other, by the ability to anticipate our every move, which in turn gives them opportunities to
influence our behaviour, and sell that influence to others – including governments.

Part of why big tech took us by surprise was because their ways escaped the radar of antitrust
authorities. We are used to measuring the power of companies in economic terms by what they
charge users. But big tech’s power comes from what they take in personal data, not what they charge.
Traditionally, the most common symptom of a company that deserved antitrust attention was its
being able to raise prices without losing customers. Given that Google and Facebook provide ‘free’
services, the heuristic fails. Yet the traditional litmus test should be seen as an instance of a more
general principle: if a company can do damage to its customers (through higher prices than what is
fair, exploitative data practices, bad security, or other abusive conditions) without losing them, then
there is a good chance it might be a monopoly.

Companies that earn most of their revenues through advertising have used our data as a moat – a
competitive advantage that has made it impossible for alternative businesses to challenge tech
titans.19  Google’s search engine, for example, is as good as it is partly because its algorithm has much
more data to learn from than any of its competitors. In addition to keeping the company safe from
competitors and allowing it to better train its algorithm, that amount of data allows Google to know
what keeps you up at night, what you desire the most, what you are planning to do next, what you are
undecided about. The company then whispers this information to other busybodies that want to
target you for ads.

Data vultures are incredibly savvy at using both aspects of power discussed here: they make us give
up our data, more or less voluntarily, and they also steal it from us, even when we try to resist.

Tech’s hard power

When data is snatched away from us even when we try to resist, that’s tech’s hard power. Like Google
storing location data even when you’ve told it not to: an Associated Press investigation in 2018 found
that Google was storing location data even when people had turned off Location History. Google’s
support page on that setting stated: ‘You can turn off Location History at any time. With Location
History off, the places you go are no longer stored.’ That wasn’t true. For instance, Google Maps
automatically stored a snapshot of your latitude and longitude the moment you opened the app, even
if your Location History was off. Similarly, some searches unrelated to where you are, such as
‘chocolate chip cookies’, saved your location to your Google account. To turn off location markers, you
had to turn off an obscure setting that did not mention location called ‘web and app activity’, which
was enabled by default, of course, and stored information from Google apps and websites to your
account.20

Tech’s hard power can sometimes be confused with soft power because it doesn’t look as violent as
other forms of hard power, such as tanks and brute force. But people doing unto you what you have
said ‘no’ to is hard power. It is forceful, and it is a violation of our rights.

Although tech’s hard power has been there from the start, with companies taking our data without
asking for it, their methods are becoming less subtle, more obviously authoritarian. China is a prime
example. For years, the government of China has been designing and refining a system of social credit
with the collaboration of tech companies. This system takes the idea of creditworthiness and exports it
to all areas of life with the help of big data. Every piece of data on every citizen is used to rate that
person on a scale of trustworthiness. ‘Good’ actions make you win points and ‘bad’ actions make you
lose points. Buying nappies earns you points. Playing video games, buying alcohol, or spreading ‘fake
news’ loses you points.

One of the marks of totalitarian societies is that power controls all aspects of life – it is in that sense
that power is ‘total’. In liberal democracies (at their best), you’re not penalized in all spheres of life for
small infractions committed in one area of life. For instance, playing loud music at home might make
your neighbours hate you, and it might even earn you a visit from the police asking you to keep it
down, but it will have no effect on your work life, or your financial credit score (unless your neighbour
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is your boss or your banker). In China, playing loud music, jaywalking, or cheating in a video game will
make you lose points in a score that is used to grant and limit opportunities in all spheres of life.

Citizens with a high score are sometimes publicly praised, and enjoy perks such as shorter waiting
lists, and discounts on products and services like hotel rooms, utility bills, and loans. They can rent a
car without paying a deposit, and they even get better visibility on dating sites. Citizens with a low
score can be publicly shamed; they can find it hard or impossible to get a job, a loan, or to buy a
property; they can be blacklisted from services like exclusive hotels, and even from travelling by plane
or train.

In 2018, China shamed 169 ‘severely discredited’ people by publishing their names and misdeeds,
which included trying to take a cigarette lighter through airport security and smoking on a high-speed
train.21  According to the system’s founding document, the scheme aspires to ‘allow the trustworthy
to roam everywhere under heaven while making it hard for the discredited to take a single step’.22  By
the end of June 2019, China had banned almost 27 million people from buying air tickets, and almost 6
million people from using the high-speed rail network.23  During the coronavirus pandemic, Chinese
surveillance went as far as forcibly installing cameras inside people’s homes, or just outside their front
doors, to make sure they complied with quarantine rules.24

When Westerners criticize the Chinese system of social disciplining, a common comeback is to argue
that the West also has systems in which people get scored and suffer penalties as a result; it’s just that
Western systems of social credit are more opaque. There is some truth to this response. We are
typically not fully aware of how our credit score is calculated and how it can be used, for instance.
There are other kinds of scores too. Most people don’t know this, but as a consumer you have a secret
score that determines how long you wait when calling a business, whether you can return items at a
store, and the quality of service you receive. There is no opting out of being scored as a consumer – it
is something imposed on you.

Kashmir Hill, a reporter, requested her file from Sift, an American company that scores consumers.
Hill’s file consisted of 400 pages with years of Yelp delivery orders, messages she’d sent on Airbnb,
details about her devices, and much more. While Sift provided her personal data on request, they
didn’t offer an explanation as to how that data was analysed to create her consumer score, nor did
they tell her what impact the score had had on her life.25

Secret and opaque scoring systems are unacceptable. As citizens, we have a right to know the rules
that govern our lives. Nonetheless, it is undeniable that the West generally enjoys more freedom and
transparency than China, despite our deficits in governance (which we should fight to redress). Let our
and others’ shortfalls be lessons to curb hard power around us.

Another way in which tech can exercise hard power is through setting the rules we live by and not
allowing us to break them. Instead of rules being something that exist primarily in writing, rules are
increasingly being baked into code and enforced automatically by computers.26  Instead of being free
to drive in a bus or taxi lane and risk incurring a fine if you’re found out, your future car may simply
refuse to go where it’s forbidden.27

In free societies, there is always some leeway between what laws are and what gets enforced.
People are allowed to get away with minor infractions now and then because, in well-functioning
societies, most people are happy to follow most rules most of the time.28  Allowing some leeway
makes room for exceptions that are hard to code into rules, like using the bus lane because you are
driving someone in urgent need of care to the hospital. It also allows us to ignore outdated laws until
we get to repeal them. Law enforced by tech would allow no exceptions. Experiencing tech’s hard
power through having every single little rule, governmental and private, enforced through code would
deprive us of huge amounts of liberty.

But tech doesn’t only use hard power to influence us. Tech is also genius at influencing us through
soft power.

Tech’s soft power
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In some ways, soft power is more acceptable than hard power because it is less forceful. It seems less
of an imposition. But soft power can be just as effective as hard power in allowing the powerful to get
what they want. In addition, soft power is often manipulative – it makes us do something for the
benefit of others under the pretence that it is for our own benefit. It recruits our will against ourselves.
Under the influence of soft power, we engage in behaviour that undermines our best interests.

Manipulative soft power makes us complicit in our own victimization.29  It is your finger scrolling
down your newsfeed, making you lose precious time, and giving you a headache. But, of course, you
wouldn’t be hooked to the infinite scroll if platforms like Facebook weren’t trying to convince you that
if you don’t continue swiping, you’ll be missing out. When you try to resist the allure of tech, you are
fighting against an army of techies trying to capture your attention against your best interests.

Loyalty cards are another example of soft power. When you are presented with a loyalty card at
your local supermarket, what you are being offered is the chance to allow that company to surveil you
and then influence your behaviour through nudges (discounts) into buying certain kinds of products
that you wouldn’t otherwise buy. A more subtle form of soft power is through seduction. Tech
constantly seduces us into doing things we would not otherwise do, from getting lost in a rabbit hole
of videos on YouTube, to playing mindless games, or checking our phones hundreds of times a day.
Through enticing ‘carrots’, the digital age has brought about new ways of being in the world that do
not always make our lives better.

In addition to technical ways of exercising soft power by design, a big part of the power of tech lies
in narratives, in the stories that get told about our data. The data economy has succeeded in
normalizing certain ways of thinking. Tech wants you to believe that, if you have done nothing wrong,
you have no reason to object to their holding your data. When asked during an interview about
whether users should share information with Google as if it were a ‘trusted friend’, the then CEO Eric
Schmidt famously responded, ‘If you have something that you don’t want anyone to know, maybe you
shouldn’t be doing it in the first place.’30  (Less well known is that he once asked Google to erase some
information about him from the indexes – a request that was denied.31  Have you noticed by now the
pattern of techies wanting privacy for themselves but not for others?)

What Schmidt tried to do was shame people who are (sensibly) worried about privacy. He implied
that if you’re worried about privacy, you must have something to hide, and if you have something to
hide, you must have done something wrong that shouldn’t be allowed to remain hidden. But privacy is
not about hiding serious wrongdoing.32  It’s about protecting ourselves from the possible wrongdoings
of others, like criminals wanting to steal our money. It’s about blinding power so that it cannot use
knowledge about us to become even more powerful.

Companies also want you to think that treating your data as a commodity is necessary for digital
tech, and that digital tech is progress – even when it might sometimes look worryingly similar to social
and political regress.33  More importantly, tech wants you to think that the innovations it brings into
the market are inevitable.34  That’s what progress looks like, and progress cannot be stopped.

The narrative of progressive and inevitable technology is complacent and misleading. Power
produces the knowledge, narratives, and rationality that favour and sustain it.35  Tech tells us the
stories that make it look both indispensable and good. But some of the technology developed in the
last decades has not been progressive in the least – it has contributed to perpetuating sexist and racist
trends.36

When Google Translate converts news pieces from Spanish into English, ‘she’ often becomes ‘he’.
Algorithms have been known to endorse sexist analogies – that ‘man’ is to ‘doctor’ what ‘woman’ is to
‘nurse’, and that ‘man’ is to ‘computer programmer’ what ‘woman’ is to ‘homemaker’, for example.37

Vision algorithms label a wedding of a white bride as ‘bride’, ‘woman’, and ‘wedding’, while labelling
the photograph of a north Indian bride as ‘performance art’ and ‘costume’. The World Bank has
warned that Silicon Valley is worsening income inequality.38  Those trends are not progressive.
Technological change that leads to social and political regress is not the kind of development we
should be pursuing or abetting. Not all technological progress counts as progress.

Furthermore, no technology is inevitable. There was nothing in history, nature, or destiny that made
petrol cars unavoidable, for instance. If enormous oil reserves hadn’t been discovered in the United
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States, and Henry Ford hadn’t produced the cheap Model T, electric cars might have become much
more popular than petrol ones.39  And even though people have been talking about flying cars for
decades, they may never become a reality. Whether a piece of technology gets developed and
marketed depends on a host of variables related to price, feasibility, and human choice. History is
littered with technological gadgets that have been jilted.

Remember Google Glass? In 2013, Google started selling a prototype of eyeglasses mounted with a
tiny computer that included a video camera. It went on sale to the general public in May 2014. It was
one of those products that created hype. Time magazine named it one of the ‘Best Inventions of the
Year’. Celebrities tried them on. The New Yorker published a long piece on it. Even The Simpsons made
a show featuring Google Glass – though Homer called them ‘Oogle Goggles’. Despite the big fuss, by
January 2015 the product had been withdrawn.40  (Instead of admitting defeat, Google said Glass was
‘graduating’ from one division of Google into another.)

There were at least two reasons for Google Glass’s resounding failure. First, the glasses were ugly.
Second, and more importantly, they were creepy. They were banned from bars, cinemas, casinos, and
other places that didn’t appreciate the prospect of having people recording one another even before
anyone had seen someone wearing a pair.41  The few people who tried them were derided as
‘Glassholes’ – evidence of how uncomfortable the public felt about these artefacts.

Google Glass didn’t fly because people hated them. But Google is persistent. In 2017 they revived
the project, this time geared towards industries like manufacturing services, to be used by workers. It
wouldn’t be surprising if at some point Google tries to relaunch Glass for the general public. Since
2013, they and others have consistently and consciously chipped away both at our privacy and at our
resistance to privacy invasions. But we should remember that technology, like other kinds of social
practices, depends on our cooperation for its success. We are the ultimate source of power for tech
companies.

Technological development is nothing like a natural phenomenon such as gravity or evolution.
Technology doesn’t happen to us – we make it happen.42  A Google Glass isn’t going to invent and
market itself. It doesn’t happen by accident, like mutations.43  It’s up to us to make sure our
technology fits our values and enhances our wellbeing. That technological progress is inevitable rings
true because some form of technological change is indeed going to happen; but no particular
technology is unavoidable, and change doesn’t always amount to progress. Even after a piece of
technology gets invented, we can choose how to use and regulate it.

A more truthful narrative than the one favoured by tech is that technological developments whose
negative consequences outweigh their positive impact can and should be stopped. Regarding our
more specific concern with privacy, a more precise narrative than the one peddled by tech is that
treating data as a commodity is a way for companies to earn money, and has nothing to do with
building good products; hoarding data is the means through which institutions are accumulating
power; tech companies can and should do better to design the online world in a way that contributes
to people’s wellbeing; and we have many reasons to object to institutions collecting and using our
data the way they do, even if we have done nothing wrong.

Among those reasons is institutions not respecting our autonomy, our right to self-govern, both as
individuals and as societies.44  Here is where the harder side of power plays a role. The digital age thus
far has been characterized by institutions doing whatever they want with our data, unscrupulously
bypassing our consent whenever they think they can get away with it, doing unto us, in addition to
making us do what they want. In the offline world, that kind of behaviour would be called theft and
coercion. That it is not called what it is in the online world is yet another testament to tech’s power
over narratives.

If postal workers read our letters in the way that Gmail and third-party app developers have
scanned our emails, they would go to jail.45  Live geotracking, which once upon a time was only used
for convicts, has now become the norm in the smartphones that everyone carries around.46  Part of
why bad tech has got away with so much is because it has found palatable ways of describing what it
does. Bad tech exploits our data, hijacks our attention, and breaks our democracies – but it makes it
sound so scrumptious, as if it were being done for our own benefit as part of optimizing the ‘user
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experience’. ‘Personalization’ sounds like VIP treatment, until you realize it’s a term used to describe
techniques designed to tamper with your unique mind.

Instead of calling things by their proper names, tech has filled us with euphemisms about our digital
realities.47  As George Orwell put it, political language (and tech language is political) ‘is designed to
make lies sound truthful and murder respectable, and to give an appearance of solidity to pure
wind’.48  Privately owned advertising and surveillance networks are called ‘communities’, citizens are
‘users’, addiction to screens is labelled ‘engagement’, our most sensitive information is considered
‘data exhaust’ or ‘digital breadcrumbs’, spyware is called ‘cookies’, documents that describe our lack
of privacy are titled ‘privacy policies’, and what used to be considered wiretapping is now the bedrock
of the internet economy.

Tech has gone so far in seducing us through words that it has even sequestered the language of
nature.49  You used to be able to taste the sweetness of an apple, listen to birds tweet at sunrise,
wade your feet in a stream, and find shapes in the clouds passing by. Now these words are mostly
used to describe things that are the opposite of nature.

It is the job of thinkers and writers to challenge corporate bullshit and reclaim transparent language.
Calling things by their names is a first step towards understanding our times and fighting for a better
world. We have to build our own narratives, and use the words that tech tries to camouflage or avoid.
Let’s talk about what tech doesn’t want us to talk about. For instance, let’s talk about how bad tech is
treating us not like citizens but like pawns in a game we didn’t choose to play. Tech is using us much
more than we are using it.

PAWNS

You are a pawn in the games data scientists are playing on their screens. Sometimes they call it
‘artificial society’. Data analysts gather all the information they can on you – social media connections
and posts, voting records, purchasing history, your car make and model, mortgage information,
browsing history, inferences about your health, and more – and then run models to see how they can
affect your behaviour.

And I do mean you in particular. It doesn’t matter if you’re a nobody – society is made up of
nobodies, and that’s who data-hungry institutions are interested in. When a friend was training to
become a data scientist, he confided in me how his latest task had been to choose a random person
halfway across the world and learn everything he could about them. He ended up studying in depth
some guy in Virginia who, he learned, had diabetes and was having an affair. This random guy didn’t
have the slightest inkling that he was the subject of study by a data scientist. Right this moment, as
you read these words, a data scientist might be studying you.

In a way, every one of us has countless data clones living in the computers of data scientists who are
experimenting with us, with differing degrees of personalization. Like voodoo dolls, data scientists
tinker with our virtual avatars. They try new things on them, and see what happens. They want to
learn what makes us tick, click, buy, troll, vote. Once they learn how to manipulate our digital clones
successfully, like marionettes, they try their tricks on flesh-and-blood people. That is how our virtual
zombies come back to haunt us.

Wannabe tech gods would like to profile every single person in a society in order to run a simulation
of that community. If you know people’s personalities well enough, you can create zombie duplicates
of them online and try out different interventions. You can figure out which political message works
for them. Once you are confident your message will create the consequences you are after, you let it
loose in the world. Through manipulating information you can sway elections, inspire an insurgency,
spark a genocide, turn people against each other, distort their realities until they cannot tell what is
true any more.

That is precisely what Cambridge Analytica did to aid political campaigns. First, data scientists
developed an app called This Is Your Digital Life and got 270,000 Facebook users to download it. They
paid each person $1 to $2 to fill in a psychometric survey that helped data analysts ascertain their
personality types. The app would then download all of the users’ Facebook data in order to find
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correlations between, for instance, personality traits and ‘likes’. Facebook is an attractive object of
social study because when people go around scrolling, liking, and commenting, they are not aware to
what extent they are being surveilled, so they act more ‘naturally’. Data scientists watching us go
about (what should be) our business feel like anthropologists – except they can easily quantify every
little thing.50

Appallingly, Cambridge Analytica’s app also downloaded data from participants’ Facebook friends
without the latter’s knowledge or consent.51  Although data scientists didn’t have the personality
traits of these unknowing data subjects (because they hadn’t answered a psychometric survey), they
could use their Facebook ‘likes’ to guess them, based on studies done with the data of people who had
answered the survey.

In short, Cambridge Analytica duped 270,000 people into betraying their friends – and democracies
around the world – for about a dollar. Although participants willingly answered the survey, most of
them probably didn’t read all the terms and conditions, which in any case wouldn’t have included a
warning about how their data was going to be used to try to sway elections. Using people’s online
connections to download as much data as possible, the firm got its hands on the data of around 87
million Facebook users. They also acquired extra data from censuses and data brokers, among others.
With all that information, Cambridge Analytica built a psychological warfare tool to influence politics
around the world – a textbook illustration of how knowledge is power.

Cambridge Analytica dug deep into people’s lives and minds. The personal data they appropriated
was incredibly sensitive. It included ‘private’ messages, for instance. And what data scientists did with
that data was close and personal. ‘Data from millions of people’ sounds very impersonal and abstract.
But every one of those people is as real as you. Your data might be included in those millions.

Christopher Wylie is a data consultant who worked for Cambridge Analytica before he became a
whistleblower. In his book Mindf*ck, he describes a demonstration of the firm’s tool given to Steve
Bannon, who would later become chief executive of Donald Trump’s campaign.52  A data scientist
asked Bannon to give him a name and a state in the United States. A simple query made a person’s life
appear on screen. If that had been you (and maybe it was), this group of data scientists would have
been studying your life with a magnifying glass. This is what you look like, this is where you live, these
are your closest friends, this is where you work, this is the car you drive. You voted for this candidate
in the last election, you have this mortgage, you have this health issue, you hate your job, you worry
the most about this political issue, and you’re thinking about leaving your partner.

Just to make sure they were getting everything right, the data scientists then phoned the person
they were stripping on their screens. Under the pretence of being researchers from the University of
Cambridge conducting a survey, they asked their victim about names, views and lifestyle. The phone
calls confirmed what they already knew: they had designed a tool to get into the mind of almost
anyone in the world. They had hacked the political system; they had found a way to collect and
analyse so much sensitive data that they could build the most personalized political campaigns in
history, with disastrous consequences.

Once Cambridge Analytica’s data scientists had all the data on you that they could find, the first step
was to sort you into a very specific personality category. They would score you according to the Big
Five personality traits: how open to new experiences you are; whether you prefer planning over
spontaneity; how much of an extrovert or an introvert you are; to what extent you are prosocial; and
how prone you are to experiencing negative emotions like anger and fear.

The second step was to apply their predictive algorithms to your profile, and calculate on a scale of
0 to 100 per cent how likely you were to vote, for instance, or how likely you were to engage politically
in a certain issue.

The third step was to figure out where you hung out so that they could get to you. Did you watch
much TV? What about YouTube? Was there a social media platform where you spent a significant
amount of time? Cambridge Analytica would then show you content specifically designed for people
like you and watch to see whether it worked on you. Did you engage with their content? If you didn’t,
they would tweak it and try again.53
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Data scientists at Cambridge Analytica studied people’s life satisfaction. Following the logic of
hackers, they looked for cracks and vulnerabilities in our minds. They identified those most susceptible
to being influenced, such as people who were prone to being suspicious of others. They picked out
people who exhibit what are called ‘dark triad’ traits – narcissism, Machiavellianism (ruthless self-
interest), and psychopathy – and targeted them with the express objective of provoking anger. They
inflamed trolls. They showed people blogs that made fun of people like them to make them feel
attacked. They created fake pages on social media and went so far as to organize physical get-
togethers which Cambridge Analytica staffers would attend undercover.54

At least two elements made Cambridge Analytica’s digital campaigns particularly dangerous. First,
they showed dramatically different content to different people, thereby destroying our common
experience. The content that was being discussed and scrutinized in the media was not what actual
voters were seeing online. People subjected to tools designed to confuse can’t rationally discuss a
particular candidate because they don’t have access to the same information. It simply wasn’t possible
for two people to discuss calmly the lights and shades of a candidate like Hillary Clinton if one of those
people thought that Clinton was connected to a child sex ring being run out of a pizzeria in
Washington DC, for instance.

A second element that made Cambridge Analytica dangerous was that their campaigns did not look
like campaigns. They didn’t look like carefully designed propaganda. Sometimes they looked like news
articles. Other times they looked like content created by ordinary users. Nobody knew that what
looked like grassroots movements were in fact political campaigns carefully orchestrated by online
mercenaries – least of all the people who were being dragged into these polarized and polarizing
views.

In a stunning undercover investigation, Channel 4 broadcast footage in which Mark Turnbull, then
managing director of Cambridge Analytica, said: ‘we just put information into the bloodstream of the
internet […] and then watch it grow, give it a little push every now and again … like a remote control. It
has to happen without anyone thinking “that’s propaganda”, because the moment you think that […],
the next question is, “Who’s put that out?”’55

Cambridge Analytica’s repertoire of psychological and informational warfare undertakings was vast,
and it knew of no moral limits. It included targeted fake news, fear mongering (which went as far as
showing extremely gory footage of actual torture and murder), impersonation, and, if we are to
believe the words of Alexander Nix (CEO) and Mark Turnbull in the Channel 4 footage, they were also
willing to engage in bribes, entrapment using sex workers, and much more.56  This was the company
that helped Trump win the United States presidency and the Leave campaign in the Brexit
referendum; a company that seems to have had close ties to Russia.57  I hope that one day, those who
come after us will read about this shameful episode in history and find it hard to believe. May they feel
safe in knowing that their democracies are robust and regulated enough that no one could ever try
something like that and get away with it.

Although Cambridge Analytica is now gone, many of the people who constituted it went on to found
new data companies.58  Cambridge Analytica is just one example of something that anyone with data
skills can do. In 2018, Tactical Tech, a non-governmental organization based in Berlin, had identified
more than 300 organizations around the world working with political parties through data-driven
campaigning.59  Russia is notorious for its attempts to meddle in the politics of foreign countries and
sow discord among fellow citizens through nefarious online interference. In 2016, two Facebook pages
controlled by Russian trolls organized a protest and a counter-protest in Texas. The protest, ‘Stop the
Islamization of Texas’, was orchestrated by a Facebook group with more than 250,000 followers called
Heart of Texas and operated by a troll factory, the Internet Research Agency, in Russia. The counter-
protest was likewise organized by a Russian-controlled Facebook group, United Muslims of America,
which had more than 300,000 followers.60  Even though Cambridge Analytica is gone, our democracies
are still in danger.

Cambridge Analytica’s power stemmed from our data. Other malicious actors’ power is partly
derived from our data. Big tech’s power comes from our data: from that fun personality questionnaire
you did online to see which cartoon character you are most like (those questionnaires are designed
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with the sole purpose of collecting your data); from that dodgy app you downloaded that asked you
for access to your contacts; from those loyalty cards you keep in your wallet.

Data scientists are playing with our lives as if they were toddler gods, grabbing at whatever they see
as if it was theirs. They have moved fast and broken things, like lives, our ability to focus on one thing
at a time, and democracies. As long as they have access to our data we will continue to be their
puppets. The only way to take back control of our autonomy, our ability to self-govern, is to reclaim
our privacy.

PRIVACY, AUTONOMY, AND FREEDOM

Autonomy is the ability and the right to govern yourself. As an adult human being, you are capable of
deciding what your values are – what is meaningful to you, what kind of life you want to lead – and of
acting in accordance with those values.61  When you make an autonomous decision, you fully own it.
It is the kind of decision that expresses your deepest convictions, a choice that you can endorse upon
reflection.

Individuals have a strong interest in having their autonomy respected by others. We want others to
recognize and honour our ability to lead our lives as we see fit. In liberal democracies, with very few
exceptions, no one, not even the government, can tell you what to think, what to say, what to do for a
living, who to associate with, or how to spend your time. You get to decide all those things and more.
If you don’t have autonomy, you don’t have freedom, because your life is controlled by others.
Autonomy is having power over your own life.

Autonomy is so important to individual and social wellbeing that any interference with it has to have
a very solid justification – such as avoiding harm to others. To interfere with people’s autonomy to
increase your profits is not justifiable.

Privacy and autonomy are related because losses of privacy make it easier for others to interfere
with your life. Being watched all the time interferes with the peace of mind that is needed to make
autonomous decisions. When ballet legend Rudolf Nureyev decided to defect from the Soviet Union
during a visit to France in 1961, he was obliged under French law to spend at least five minutes in a
room by himself before signing a request for a ‘sanctuary permit’, thereby protecting him from the
Russian officials who were trying to interfere with his choice.62  You need time and space free from
external pressures to make up your mind about what you want for yourself, and to have the freedom
to carry out your desires. Think about how voting booths are designed to protect you from external
pressures – if no one can see who you vote for, no one can force you to vote against your wishes.

When people know they are being watched and that whatever they do can have bad consequences
for them, they tend to self-censor. When you don’t search for a term for fear of how others might use
that information about you, your autonomy and freedom are being limited. After Edward Snowden
revealed the extent of government surveillance, searches on Wikipedia related to terrorism
plummeted nearly 30 per cent, illustrating the so-called ‘chilling effect’ of surveillance.63

Others using your personal information to manipulate your desires is also a way of interfering with
your autonomy, particularly when such influence is covert.64  If you don’t realize that the content you
are accessing online is more a reflection of who advertising publishers or data scientists think you are
as opposed to a reflection of the outside world, it will be harder for you to act rationally and according
to your own values. Autonomy requires that you be relatively well informed about the context you live
in. When others manipulate your beliefs about the world and get you to believe something false that
influences how you feel and live, they are interfering with your autonomy.

Tech has a track record of caring little or nothing about our autonomy. Many tech companies don’t
seem very interested in what we want. They don’t make products to help us live the life we want to
live, or become the people we want to be. They make products that will help them achieve their goals,
products that squeeze as much data as possible from us for their benefit. They make apps that addict
us to screens. They make us sign terms and conditions to inform us that we have few if any rights
against them. Many companies would gladly take away all of our freedom. Such corporate disregard
for autonomy is a new type of soft authoritarianism.
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It is not an exaggeration to claim that Google would like to be God. First, it wants to be omniscient.
It makes every effort to collect as much data as possible in order to know it all. Second, it wants to be
omnipresent. It wants to be the platform through which we communicate with others, watch content
online, search online, find our way in a city, access healthcare, and more (partly because that’s the
way it can collect more data). Third, it wants to be omnipotent. It would like to be able to take what it
wants (i.e. our data), under its conditions, and transform the world in its favour. To this end, it spends
more money than any other American company on lobbying.65

Eric Schmidt made it very clear that Google would like to seize control of your autonomy: ‘The goal
is to enable Google users to be able to ask […] question[s] such as “What shall I do tomorrow?” and
“What job shall I take?”’66  In 2010, he went even further: ‘I actually think most people don’t want
Google to answer their questions. They want Google to tell them what they should be doing next.’67

Google might tell you that its recommendations are based on your values, because it knows you so
well. But remember: companies like Google have a conflict of interest, because what is best for you
and for society is likely not what’s best for their business. This misalignment of interests, and tech
companies’ appalling record of misbehaviour, give us more than enough reason not to entrust them
with our autonomy. Even if companies like Google were more trustworthy, your autonomy is too
important to delegate it to anyone but you.

You might think that there’s nothing for you to worry about, because you can always disobey
Google’s advice. Even if Google Maps recommends you go one way, you can always disregard it and
take a different route. We should not underestimate the influence of technology on us, however.
Along with the products tech companies design, they are also designing their users by influencing our
behaviour. As Winston Churchill put it, ‘we shape our buildings, and afterwards, our buildings shape
us’.

One of the reasons tech companies are getting so good at predicting our behaviour is because they
are partly shaping it. If a company has control over a significant portion of your life through your
smartphone and laptop, and it influences your life by choosing the content you can access and
controlling the platforms you use to connect with others, shop, and work, then it is not hard to predict
what you’ll do next; after all, it is providing the options and nudging you along the way. It is creating a
controlled environment for you, like The Truman Show (if you haven’t watched the film, I recommend
it).

That your autonomy is being threatened by tech should worry you. You should be master of your
own life. But it is also a concern for the rest of us. Even if you had full autonomy, you have reason to
want others in your society to have it too. The self-governing of a polity depends on individuals having
autonomy – if the latter gets diminished, so does the former. For a democracy to be a democracy, its
people have to have power over their own lives.

A democracy in which people are not autonomous is a sham. People whose autonomy is thin will be
easily influenced into voting in a way that does not reflect their deepest convictions, but rather the
ability of powerful actors to manipulate perceptions and beliefs.

We need you to protect your privacy so that we can regain our autonomy and freedom as a society.
Even if you don’t feel strongly about your own personal data, we – your family and friends, your fellow
citizens, your fellow human beings around the world – need you to keep it safe, because privacy is a
collective endeavour.

PRIVACY IS COLLECTIVE

Privacy is not only about you. That your data is ‘personal’ seems to imply that you are the only
concerned party when it comes to sharing it. But that is a misunderstanding. Privacy is as collective as
it is personal.68  As the Cambridge Analytica disaster shows, when you expose your privacy, you put us
all at risk.

Privacy resembles ecological issues and other collective action problems. No matter how hard you
try to minimize your own carbon footprint, if others don’t do their bit, you too will suffer the
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consequences of global warming. We are in this together, and we need enough people to row in the
same direction to make things happen.

The collective nature of privacy has profound implications for how we think about so-called
personal data. It has become fashionable to defend the view that personal data should be treated like
property, that we should allow people to sell or trade their own data. Companies that allow you to be
your own data broker are mushrooming. Given that capitalist societies are highly respectful of private
property, it is intuitive to think that honouring personal data as property is tantamount to being
respectful of privacy – but it’s not.69

Let’s imagine a friend (or maybe an enemy) gives you a home DNA kit as a ‘gift’. Such kits are being
sold for about £100. By mailing your saliva sample, you are giving away most or all of your rights to
your genetic information.70  That means companies like Ancestry can analyse, sell, and communicate
your genetic information as they wish. Not having genetic privacy can be bad for you. For many kinds
of insurance you are obligated to report genetic test results, and reporting the test can result in your
being denied cover, or having to pay higher premiums. If you fail to disclose the results of your test
and the insurance company learns of it (something that’s quite likely, given that most DNA testing
companies sell this data for a living), it can result in termination of your policies.71

It might be that you’re willing to take these risks for yourself. Maybe you are curious about whether
you have a gene that makes you sneeze in the sun (that’s included in 23andMe’s report),72  or maybe
you have more serious reasons for wanting to know more about your genes. But what about your
family? Your parents, siblings, and children might not be happy to have their genetic privacy stripped
away.73  There is no way of knowing what the law will be like in two or three decades’ time, and no
way of knowing what we might be able to infer from genetic information then. Your grandchildren
may be denied opportunities in the future on account of your genetic test, and they did not consent to
your donating or selling their genetic data.

Even though your DNA makes you who you are, you share most of your genetic makeup with others,
including very distant kin. The proportion of your genes that are specific to you is around 0.1 per cent.
Think of it this way: a printed version of your genes would fill about 262,000 pages, but only between
250 and 500 of them would be unique to you.74

Because similarities and differences among our genes allow inferences to be made, there is no way
of telling beforehand how your DNA might be used. In a best-case scenario, your DNA might help catch
a dangerous criminal. That’s how the Golden State Killer, a serial murderer and rapist, was caught in
California in 2018. The police uploaded the DNA they had acquired at a crime scene to GEDmatch, a
free online database that includes data from commercial testing. The query revealed third cousins of
the criminal, whose identities then led the authorities to the suspect.75

You might think that’s good news. No one in their right mind wants serial murderers running around
free. But we should never allow a technology to run amok based on a best-case scenario. Technologies
can be used in many ways, and the best practices are rarely the only ones employed. Genetic
databases can be used to identify political dissenters, whistleblowers, and protesters in authoritarian
countries. Even democratic countries can use commercial databases to infer the nationality of
migrants and deport them.76

Combining an anonymous DNA sample with some other information – for instance, someone’s
approximate age – can be enough to narrow that person’s identity to fewer than twenty people, if you
start with a database of 1.3 million people. In 2018, such a search could allow the identification of 60
per cent of white Americans – even if they had never provided their own DNA to an ancestry
database.77  The more people continue to give away their genetic information, the more feasible it
will be to identify anyone in the world. That is, if everything works the way it’s supposed to – except
sometimes it doesn’t.

Genetic testing can have a high rate of false positives. It’s one thing to use DNA as supporting
evidence against someone who is considered a suspect based on other evidence. But to go on genetic
fishing expeditions in search of a suspect is dangerous. DNA evidence sounds irrefutable. It’s intuitive
to think that if someone’s DNA is found at a crime scene, that person has to be the criminal. It’s not
that simple. There are many ways in which DNA can land in a crime scene. In the search for a criminal
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nicknamed the Phantom of Heilbronn, someone’s DNA had been found at more than forty crime
scenes in Europe. The DNA in question turned out to be from a factory worker who made the testing
swabs used by police. Genetic contamination is easy. Other times DNA tests get accidentally swapped
with someone else’s. Most times, genetic data is hard to read. Looking for similarities between two
different genetic samples involves subjective interpretation. Mistakes are rife.78

You can be completely innocent of a crime and yet be turned into a suspect through a relative
having done a DNA test. That’s how Michael Usry became a murder suspect.79  His father had donated
his DNA for a genealogy project. Although his father’s DNA was similar to the one found at the crime
scene, fortunately Usry’s wasn’t. After a thirty-three-day wait which must’ve felt like much longer,
Usry was cleared. Not everyone is so lucky. There are plenty of cases of people who have been
wrongfully convicted on the basis of a DNA test,80  and no one knows how many cases there are that
we don’t know about. According to the United States’ National Registry of Exonerations, false or
misleading forensic evidence was a contributing factor in 24 per cent of all confirmed wrongful
convictions in the country.81

Just as we are connected to each other through our genetic makeup, so we are tied to each other in
innumerable and invisible ways that make us vulnerable to each other’s privacy slips. If you expose
information about where you live, you are exposing your housemates and neighbours. If you give a
company access to your phone, you are exposing your contacts. If you divulge information about your
psychology, you are exposing other people who share those psychological traits. You and I may never
have met, and we may never meet in the future, but if we share enough psychological traits and you
give your data away to the likes of Cambridge Analytica, you give away part of my privacy too. Since
we are intertwined in ways that make us vulnerable to each other, we are responsible for each other’s
privacy.

Our interdependence in matters of privacy implies that no individual has the moral authority to sell
their data. We don’t own personal data like we own property because our personal data contains the
personal data of others. Your personal data is not only yours.

Privacy is collective in at least two ways. It’s not only that your privacy slips can facilitate violations
of the right to privacy of other people. It’s also that the consequences of losses of privacy are
experienced collectively. A culture of exposure damages society. It hurts the social fabric, threatens
national security (more on this later), allows for discrimination, and endangers democracy.

Living in a culture in which anything you do or say might be broadcast to millions of others puts a
considerable amount of pressure on people. Feeling that we can never make a mistake in public when
our private spaces have shrunk puts a heavy weight on our shoulders. Almost everything you do is
potentially public. Human beings are simply not the kind of creatures who can thrive in fishbowls.
When we trust that others will not pass on what we say, we are more likely to be sincere, bold, and
innovative.

There is no intimacy without privacy. Relationships that cannot count on the shield of confidentiality
– either because we distrust others or because we distrust the technologies we use to communicate
and interact with others – are bound to be more shallow. A culture of privacy is necessary to enjoy
intimate conversations with others, have frank debates within closed settings such as homes and
classrooms, and establish the bonds upon which well-functioning liberal societies are based. To be in a
world in which data is constantly weaponized is to feel perpetually threatened and distrustful of
others. Such fear breeds conformity and silence.

When I teach a class or give a talk in a context in which everything is being recorded (or worse, live-
streamed online), I often notice how I hold back in some of what I say, and my students or the
audience ask less controversial questions. I am told that since trials began to be recorded in Spain,
there is less camaraderie in the courtroom, and more silence.82

When surveillance is everywhere, it becomes safer to keep quiet, or to echo the opinions that
others accept. But society progresses through listening to the arguments of those who are critical,
those who rebel against the status quo.

A lack of privacy also inflicts damage on society when personal data is used for the purposes of
personalized propaganda and fake news. When malicious actors disseminate personalized fake news,
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sometimes they have a very concrete objective in mind, like helping a particular candidate win an
electoral race. But often their ultimate goal is simply to sow discord in a society. To divide and conquer
is a very old political strategy that is being revamped through social media. We get divided along the
lines of our personal data, and we get conquered through personalized propaganda.

Everyone is vulnerable to manipulation because no one has unmediated access to information. You
can’t be a first-hand witness to everything relevant that happens in your country and around the
world. You learn about candidates and political events mostly through your screens. But very often
you don’t choose your sources. You don’t go looking for them – they come looking for you. They pop
up on your Twitter or Facebook feeds. And while they might seem to appear as if by magic or
coincidence, companies like Facebook are carefully curating that content for you. They are selling your
attention to unknown actors who want to influence you.

If you and I receive contradictory information about a candidate, and you can’t see the information I
have been exposed to, and I can’t see the information you have been exposed to, it’s likely that when
we talk about that candidate we’ll think of each other as stupid, insane, or both, rather than realize
that we are experiencing reality through very different filters that have been put in place specifically
for us by people who want us to hate each other. When we can’t see a common reality, society gets
polarized, and the bad guys win. Polarized societies are more fragile. Cooperation becomes difficult,
and solving problems that require collective action becomes impossible. When each of us is trapped in
an echo chamber, or an information ghetto, there is no way to interact constructively.

Another way in which malicious actors disseminate discord online is through cultivating negative
emotions in the population. The more we are afraid and angry, the more distrustful we will be of each
other, the less rational our decisions will be, and the worse our societies will work.

The power that privacy grants us collectively as citizens is necessary for democracy – for us to vote
according to our beliefs and without undue pressure, for us to protest anonymously without fear of
repercussions, to have freedom to associate, speak our minds, read what we are curious about. If we
are going to live in a democracy, the bulk of power needs to be with the people. And whoever has the
data has the power. If most of the power lies with companies, we will have a plutocracy, a society
ruled by the wealthy. If most of the power lies with the state, we will have some kind of
authoritarianism. For governments’ power to be legitimate, it has to come from people’s consent –
not from our data. Liberal democracy is not a given. It is something we have to fight for every day. And
if we stop building the conditions in which it thrives, liberal democracy will be no more. Privacy is
important because it gives power to the people. Privacy is a public good, and defending it is our civic
duty.83

WHY LIBERAL DEMOCRACY?

Democracy refers to a system of government in which the sovereign power is vested in the people.
Democracy aspires to have social equals govern themselves and achieve a relatively just social order
without dictators or autocratic rulers.84  Perhaps a few decades ago it would’ve been enough to argue
that we need privacy in order to sustain liberal democracies. But these days democracy is not at the
height of its popularity. Only a third of Americans under thirty-five say that it is vital to live in a
democracy, and the share who would welcome military government increased from 7 per cent in 1995
to 18 per cent in 2017.85  Around the world, civil liberties and political rights have declined in the past
twelve years – in 2017, only thirty-five countries had improved, while seventy-one had lost ground.86

The Economist Intelligence Unit described 2019 as ‘a year of democratic setbacks’, with the average
global score for democracy at its lowest since 2006 (when the Democracy Index was first produced).87

It is therefore necessary to make a case for why you should still fight for liberal democracy. Even if
your current President or Prime Minister is a dimwit. Even if you think that the current government or
past governments (or both) have ruined your country. Even if you feel excluded from the political
process. Even if you feel unrepresented by your local politicians. Even if you suspect your society has
been hacked. Even if you distrust your fellow citizens – especially if you distrust your fellow citizens.
Even if you have been let down by democracy, you should work towards improving it, as opposed to

40



getting rid of it, because it is the system that most adequately protects the fundamental rights of
everyone, including you.

‘No one pretends that democracy is perfect or all-wise,’ Winston Churchill famously said in 1947.
‘Indeed, it has been said that democracy is the worst form of government – except all those other
forms that have been tried from time to time.’88

Democracy is not a great system. At its best it is messy, painfully slow, and resistant to change. It is
so patchy it looks like a quilt made by a five-year-old. It requires compromises, such that more often
than not no one gets what they want, and everyone ends up somewhat unsatisfied. At its worst, the
system is co-opted by a handful of rich people who write the rules of society to benefit themselves at
the expense of everyone else.

We can agree that democracy is no heaven on earth. But it has advantages no other political system
has. Democracy forces politicians to take into account the interests and opinions of most people in
society. Politicians depend on our support to stay in power, which compels them to try to keep a
majority of the population reasonably happy. That democracy involves many more people than other
forms of government gives it a better chance of making good decisions, since it can take advantage of
many sources of information and points of view.89  Democracies tend to be more prosperous. They
also tend to be more peaceful, both within their borders and with respect to other countries (an idea
expressed by the democratic peace theory, a tradition going back to Kant).90  The philosopher Karl
Popper reminded us that democracies are the best way of getting rid of bad governments without
bloodshed, and of implementing reform without violence.91

Yet many of the evils that can be found in authoritarian societies can be found in democracies. If
you look for instances of abuses of power and unfairness you are likely to find them. But how
prevalent these instances are is what makes all the difference. A difference in degree becomes a
difference in kind. George Orwell argued that the best asset of democracy is ‘the comparative feeling
of security’ that its citizens can enjoy. Talking about politics with your friends without fearing for
yourself. Being confident that no one will punish you unless you have broken the law, and knowing
that ‘the law is above the State’.92  That I am able to write this book, challenging the most powerful
actors in our society, without fear, and that you are able to read it is evidence that we live in free
societies. We should not take it for granted.

For your rights in particular to be guaranteed, democracy has to be liberal. Otherwise we risk what
John Stuart Mill called ‘the tyranny of the majority’. A majority can be as oppressive towards a
minority as an autocrat. Liberalism strives to allow as much freedom to citizens as possible while
making sure the rights of all are respected. Liberalism enforces just the necessary limits so that each of
us can pursue our ideal of the good life without interfering with one another. If you are an ordinary
citizen, living in a liberal democracy is your best chance of having the most autonomy. Liberal
democracies allow us to self-govern, as individuals and as societies.

When liberalism is neglected, democracies can be destroyed through a dismantling of the system
from the inside. Democracies don’t always die with a violent splash – they can also die at the hands of
elected leaders. Hitler in Germany and Chávez in Venezuela are two notorious examples.93  The British
philosopher Jonathan Wolff has argued that the first step of the fascist undoing of democracy is to
prioritize the will of the majority over minority rights. The second step, he argues, is to question the
means through which the will of the majority is expressed, thereby undermining voting.94  (In the
digital age, we should look out for claims by tech that your gadgets can interpret your will and vote for
you. AI scholar César Hidalgo, for example, has argued that in the future we should have digital avatars
that vote on our behalf.95  Bad idea.)

Liberal democracy limits the rule of the majority to make sure the rights of the minority are
protected. In a liberal democracy, you cannot go to prison if you have not broken the law, even if the
majority of your society would vote for your rights to be violated. That’s what the rule of law is there
for.

PRIVACY IS THE BLINDFOLD OF JUSTICE
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One of the greatest virtues of liberal democracy is its emphasis on equality and justice. No one is
above the law, everyone has the same rights, everyone of age gets a vote, and everyone gets the
opportunity to participate in democracy in more active ways – even the people who end up on the
losing side of a vote. One of the greatest vices of the data economy is how it’s undermining equality in
various ways. The very essence of the personal data economy is that we are all treated differently,
according to our data. It is because we are treated differently that algorithms end up being sexist and
racist, as we’ve seen. It is because we are treated differently on account of our data that different
people get to pay different prices for the same product without knowing they might be paying more
than others. It is because we are treated differently that we get to see different content, which further
amplifies our differences – a vicious cycle of otherness and inequality. No matter who you are, you
should have the same access to information and opportunities. Personifications of justice are often
depicted wearing a blindfold, symbolizing justice’s impartiality. Privacy is what can blind the system to
ensure we are treated equally and impartially. Privacy is justice’s blindfold.

REDRESSING POWER ASYMMETRIES

Big tech and political puppet masters have been very successful at manipulating us because we have
been suffering from an asymmetry of knowledge that has led to an asymmetry of power. Until
recently, we have known very little about how big tech and political propaganda work in the digital
realm. Their tactics were invisible to us. Meanwhile, they know almost everything about us. We have
to work to tip the balance back in our favour. We have to know more about them, and make sure they
know less about us. Reading this book is a step in the right direction; it will help you inform yourself
about the power of big tech and governments. Better safeguarding your privacy is the next step. If you
keep your data safe, they will know less about you as a person and about us as a citizenry.

There are a few guardians of truth, justice, and impartiality whose independence has to be
defended for the health of liberal democracies: the press, the courts, and academia. An important part
of redressing power asymmetries in the digital age is supporting them. As an academic, I worry that
more and more research (including research in ethics) is being funded by big tech. If big tech wants to
fund research, let them fund it through intermediaries that allow space between researchers and the
source of the funding. Intermediaries can be governments, independent foundations, or universities,
as long as the funds are donated in a way in which there are absolutely no strings attached. If research
funds can disappear if academics defend a controversial point of view, academic freedom will be
compromised, and society will be the worse for it, as academics won’t be able to research what they
think is most important and disseminate the results of their research. Already I can see researchers
avoiding controversial points of view and choosing topics that big tech will look at with benevolent
eyes. If you hope to be funded by Google, do you think you’re going to do research on the morally
problematic aspects of ads? Just as we should be extra critical of medical research funded by big
pharma and nutrition research funded by food companies, we should be wary of research funded by
big tech.

During the past few years, independent journalism has been one of surveillance society’s fiercest
opponents – along with whistleblowers. Edward Snowden blew the whistle on mass surveillance and
we learned about it thanks to Laura Poitras, Glenn Greenwald, Ewen MacAskill and the Guardian, then
led by editor Alan Rusbridger. Carole Cadwalladr, from the Observer, unveiled the workings of
Cambridge Analytica and gave a voice to whistleblower Christopher Wylie.

All of these people have had to withstand enormous pressures to inform us. Snowden had to seek
asylum in Moscow and may never be able to go back to the United States. Greenwald’s partner was
detained and questioned for nine hours at Heathrow airport under the Terrorism Act, his computer
seized. Laura Poitras was continually detained at airports and questioned. The Guardian, under threat
of injunction, and under the watchful gaze of government officials, was forced to destroy the hard
drives that contained Snowden’s leaked documents. At the time of writing, Carole Cadwalladr is facing
a libel claim from millionaire Arron Banks, who was involved in the Brexit campaign. If it weren’t for
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brave journalists, we wouldn’t be aware of the rules that we live by. Read and support good
journalism. It’s part of how citizens empower themselves against corporate and governmental power.

Fake news and propaganda have something in common with magic tricks. Magic tricks catch our
attention and inspire awe in us, even when we know they are illusions. Former magician turned
psychology professor Gustav Kuhn has found that illusions can be so compelling, even when at some
level we know we are being fooled, that a good trick will still make us think something paranormal
might be going on. The spell is only broken once we are told how the trick is done.96  In the same way,
understanding how personalized content gets designed and for what purposes might take away some
of its power – it might break the spell.

RESISTING POWER

As these instances of brilliant and brave journalism show, it’s not all bad news. Power can be resisted
and challenged. You have power too, and collectively we have even more power. Institutions in the
digital age have hoarded too much power, but we can reclaim the data that sustains it, and we can
limit their collecting new data. The power of big tech looks and feels very solid. But tech’s house of
cards can be disrupted. They are nothing without our data. A small piece of regulation, a bit of
resistance from citizens, a few businesses starting to offer privacy as a competitive advantage, and it
can all go up in smoke.

No one is more conscious of their vulnerability than tech companies themselves. That is why they
are trying to convince us that they do care about privacy after all (despite what their lawyers say in
court). That is why they spend millions on lobbying.97  If they were so certain about the value of their
products for the good of users and society, they would not need to lobby so hard. Tech companies
have abused their power and it is time to resist them.

In the digital age, the resistance that is inspired by the abuse of power has been dubbed a
techlash.98  Abuses of power remind us that power needs to be curtailed for it to be a positive
influence in society. Even if you happen to be a tech enthusiast, even if you think that there is nothing
wrong with what tech companies and governments are doing with our data, you should still want
power to be limited, because you never know who will be next in power. Your next Prime Minister
might be more authoritarian than the current one; the next CEOs of the next big tech companies might
not be as benevolent as their predecessors.

Do not give in to the data economy without some resistance. Don’t make the mistake of thinking
you are safe from privacy harms, maybe because you are young, male, white, heterosexual, and
healthy. You might think that your data can only work for you, and never against you, if you’ve been
lucky so far. But you might not be as healthy as you think you are, and you will not be young for ever.
The democracy you are taking for granted might morph into an authoritarian regime that may not
favour the likes of you. If we give away all of our power to surveillance capitalism because we think
our current leaders are benevolent, we won’t be able to reclaim that power when things turn sour,
either because we get new leaders or because our current leaders disappoint us. Also, remember the
old adage of nineteenth-century British politician John Dalberg-Acton: ‘Power tends to corrupt, and
absolute power corrupts absolutely’. It’s not prudent to let tech or governments hold too much power
over us.

But before we go into the details of how to take back control of your personal data – and with it
your autonomy and our democracies – there is one more reason why we should resist the data
economy. In addition to creating power imbalances, the surveillance economy is dangerous because it
trades in personal data, and personal data is a toxic substance.
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FOUR

Toxic Data

In many ways, asbestos is a wonderful material. It is a mineral that can be cheaply mined and is
unusually durable and fire resistant. Unfortunately, in addition to being very practical, asbestos is also
deadly. It causes cancer and other serious lung conditions, and there is no safe threshold for
exposure.1  Personal data is the asbestos of the tech society. Like asbestos, personal data can be
mined cheaply. Much of it is the by-product of people interacting with tech. Like asbestos, personal
data is useful. It can be sold, exchanged for privileges, and it can help predict the future. And like
asbestos, personal data is toxic. It can poison individual lives, institutions, and societies.

Security expert Bruce Schneier argues that data is a toxic asset.2  Every day of every week hackers
break into networks and steal data about people. Sometimes they use that data to commit fraud.
Other times they use it for shaming, extortion, or coercion. Collecting and storing personal data
constitutes a ticking bomb, a disaster waiting to happen. In cyberspace, attackers tend to have an
advantage over defenders. While the attacker can choose the moment and method of attack,
defenders have to protect themselves against every type of attack at all times. The upshot is that
attackers are very likely to get access to personal data if they are set on it.

Personal data is dangerous because it is sensitive, highly susceptible to misuse, hard to keep safe,
and desired by many – from criminals to insurance companies and intelligence agencies. The longer
our data is stored, and the more it is analysed, the more likely it is that it will end up being used
against us. Data is vulnerable, which in turn makes data subjects and anyone who stores it vulnerable
too.

POISONED LIVES

If your personal data ends up in the wrong hands, it can ruin your life. There is no way to foresee
disaster, and once it happens, it is too late – data cannot be recalled.

On 18 August 2015, more than 30 million people woke up to find some of their most personal data
published online. Hackers had released the entire customer database of Ashley Madison, a dating site
that helped married people have affairs. Users (including people who had cancelled their membership)
could be identified by their names, addresses, preferences, postcodes, and credit card numbers. The
hackers wanted to teach cheaters a lesson. ‘Make amends’, they wrote.3

It is hard to get an accurate sense of the suffering and destruction left in the wake of this data leak.
Millions endured sleeplessness and anxiety. Some lost their jobs. Some were blackmailed by criminals
who threatened to tell their spouses about their use of the website if they didn’t pay up. In one case,
the extortion letter contained the following threat in exchange for money: ‘If you don’t comply with
my demand I am not just going to humiliate you, I am going to humiliate those close to you as well.’4

Even if the victim paid for the promise of silence, they could not be sure that that criminal or someone
else might not expose them anyway. In Alabama, a newspaper printed all the names of people in the
database from the region. A hacker opened a Twitter account and a website to publish the most
salacious details they could find in the data leak, just for the fun of it. Marriages and families were
broken, and some people committed suicide.5
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You might think that users of Ashley Madison deserved what they got because they were cheaters.
Questionable. It is wrong to think that whoever is guilty of something is fair game for social
punishment. We are all guilty of something, at least in the eyes of some. Nonetheless, everyone has a
right to privacy, and hackers do not have the moral legitimacy in our society to judge and punish
people. Moreover, online shaming and the loss of a job are not appropriate punishments for being
unfaithful. Also, bear in mind that some users of the site had complicated reasons for being on it, and
were not as guilty as they might seem at first glance. Some were there with the knowledge and
consent of their spouse. Others were there because their spouses refused to sleep with them. Others
had signed up to the site in a moment of weakness but had never done anything with their
membership – their signing up was only a reminder that they could look for a connection outside of
their marriage, should they want to. Even if you think that Ashley Madison users had it coming, their
innocent spouses and children certainly did not deserve the public humiliation they had to endure by
association.

Reading about this data disaster, you might sigh in relief and think that you are safe because you
have never lied to your family. (Your family might be lying to you, though.) But you don’t have to have
dark secrets for your personal data to poison your life. It can be something as banal as your passport
or identity card, or your name, address, and bank details.

Two men woke up Ramona María Faghiura in the middle of the night in January 2015. They showed
her an arrest warrant and took her into custody. She assured the policemen that she had done nothing
wrong, to no avail. She tried to explain that she had been the victim of identity theft, that the person
they were looking for was not she. It was no use. She texted her husband as she sat crying in the back
of the police van: ‘They are arresting me. Bring the folder.’ The folder contains a summary of her
nightmare: court papers, subpoenas, bail bonds, and her complaints before judges and police,
reporting time and again that someone had used her identity to commit fraud in a dozen Spanish
cities.

Ramona María Faghiura did nothing wrong. Yet she has spent years coming in and out of police
stations and courtrooms, paying out thousands of euros to lawyers in the hope they’ll prove her
innocence. She has been diagnosed with anxiety, and has to take medication for it. ‘My life has been
ruined,’ she lamented.6

Cases of identity theft have become a relatively common experience in the digital age, with credit
card fraud being its most frequent form. Every year we add more information online, create more
public databases that criminals can use to infer personal data, yet our security protocols are not
improving. We shouldn’t be surprised that data-related wrongs are becoming commonplace. In a
recent survey my colleague Siân Brooke and I carried out, a staggering 92 per cent of people reported
having experienced some kind of privacy breach online, ranging from identity theft to being the target
of spyware.7

Another increasingly widespread data-related crime is extortion. In 2017, a criminal group gained
access to data from a Lithuanian cosmetic surgery clinic and blackmailed patients, who came from
sixty countries around the world, asking for a bitcoin ransom. Hackers ended up publishing more than
25,000 private photos, including nude ones, and personal data including passport scans and national
insurance numbers.8

These are only three examples of the many ways in which the lives of countless people get poisoned
every year through the misuse of personal data. Stories of revenge porn, online shaming, and
exposure abound. It is not only data subjects who suffer the consequences. Data disasters can damage
governments and companies too.

POISONED INSTITUTIONS

Data’s vulnerability spills into the institutions that store and analyse it. Any data point can trigger a
disaster that may diminish a company’s profits, damage its image, reduce its market share, hurt its
stock price, and potentially result in expensive lawsuits or even criminal charges. Institutions that
hoard more data than is necessary are generating their own risk.
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It is true that not all companies are ruined by data disasters. Some companies have been lucky.
Ashley Madison, for instance, is doing better than ever. Facebook has survived its countless data
blunders. Its image has taken a knock, however. It might feel like it is still socially or professionally
necessary to be on Facebook, but it is no longer cool. In itself, that might spell the end of Facebook in
the long run. The company might run into trouble as soon as a competitor arises that can offer a
meaningful alternative. In our recent survey, people judged Facebook to be the least trustworthy
company of all the tech giants. Participants gave Facebook a mean score of 2.75 on a scale from 0 (‘I
don’t trust them at all’) to 10 (‘I trust them completely’).9

No one would be surprised if Facebook ended up losing its position of power as a result of its
disrespect for privacy. That prospect remains to be seen, however. Facebook is still standing, even
though working there has become a source of shame for some of its employees and ex-employees,
rather than pride. When I started working in digital topics, people working for the social media giant
would tend to brag about their jobs. These days it is not uncommon for people to keep quiet about
their ties to the blue thumbs-up.10

That some companies manage to survive a data disaster does not mean that all companies do.
Managing sensitive data is like managing any other toxic substance. When things go wrong, it can
mean the death of a company. Take Cambridge Analytica. Two months after it was revealed that the
firm tried to influence political campaigns across the world through the use of personal data to profile
and microtarget voters, the firm filed for insolvency proceedings and had to close down operations.
Similarly, Google shut down its social network Google+ after it was disclosed that software design
flaws allowed outside developers access to users’ personal data.

Even if institutions manage to get through a scandal, surviving data poisoning can be expensive. So
far, Facebook has been fined $5 billion in the United States for its many privacy transgressions,11  and
£500,000 in the United Kingdom for the Cambridge Analytica scandal – but that was before the days of
the European General Data Protection Regulation (GDPR).12  The new regulation allows fines of up to
4 per cent of revenues or €20 million, whichever is the bigger number, and Facebook is currently
under multiple GDPR investigations. In 2019, the Information Commissioner’s Office in the UK
announced its intention to fine British Airways £183 million under the GDPR for a breach of its security
systems that affected 500,000 customers.13  As long as institutions don’t change their ways, we will be
seeing more and possibly steeper fines. Good regulation makes sure that the interests of customers
and businesses are aligned. If users are hurt by data negligence, companies must hurt too.

Sometimes a privacy disaster will not end up with a fine, but can nonetheless severely damage an
institution. Such was the case with the 2015 data breach of the United States Office of Personnel
Management. Hackers stole about 21 million records from the government, including background
investigations of current, former, and prospective federal government employees. Among the
sensitive data lost were names, addresses, dates of birth, job and pay histories, lie detector results,
accounts of risky sexual behaviour, and more than 5 million sets of fingerprints. These stolen records
could potentially be used to unmask undercover investigators, for instance.14  Data breaches such as
this one not only constitute a significant loss of face, they can also compromise the security of a whole
country.

POISONED SOCIETIES

There are four main ways in which the mismanagement of personal data can poison societies.
Personal data can jeopardize national security, it can be used to corrupt democracy, it can threaten
liberal societies by promoting a culture of exposure and vigilantism, and it can endanger the safety of
individuals.

Threats to national security

Equifax is one of the largest data brokers and consumer credit reporting agencies in the world. In
September 2017, it announced a cybersecurity breach in which criminals accessed the personal data of
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about 147 million American citizens. The data accessed included names, social security numbers, birth
dates, addresses, and driver’s licence numbers. It is one of the biggest data breaches in history. So far,
so concerning. In February 2020, the story took an even darker turn when the United States
Department of Justice indicted four Chinese military people on nine charges related to the breach
(which China has so far denied).

Why would the Chinese military want all that personal data? One possibility is that they wanted to
identify potential targets to recruit them as spies. The more information you have about people, the
better chance you have of getting what you want from them. If you realize they have debts, you can
offer money. If you discover a secret, you can blackmail them. If you research their psychology, you
can anticipate what makes them tick.

China, for instance, has been known to use social media like LinkedIn to recruit spies. LinkedIn has
645 million users seeking employment opportunities who are open to being contacted by strangers.
People who have worked for the government sometimes advertise their security clearance to improve
their chances of getting hired. All this information and access is valuable to Chinese spies. It is much
less risky and much more cost-effective to approach people online than in person. It is thought that
Chinese spies have tried to come into contact with thousands of German and French citizens on social
media.15

A second reason why foreign countries might crave personal data is to train their algorithms. China
has troves of data on its citizens, but not enough on other people around the world. Algorithms
trained on data from Chinese people might not work on Westerners. A third reason is to use that data
to design targeted disinformation campaigns, much like Cambridge Analytica did. Finally, data is just
another commodity that can be sold to other governments.16  Perhaps Russia or North Korea are just
as interested as China in knowing more about Americans.

The Equifax attack was carried out by professionals. The hackers stole the information in small
instalments in order to avoid detection, and routed internet traffic through thirty-four servers in over
a dozen countries to cover their footprints. But Equifax was apparently reckless. A class action lawsuit
alleged that sensitive information was stored in plain text (unencrypted), was easily accessible, and
that in at least one case, the company had used a weak password (‘admin’) to protect a portal. Just as
importantly, they failed to update their Apache Struts software.17  Apache had disclosed a
vulnerability in its software and had offered its users a patch, but Equifax had not installed it.18

In the case of Equifax, data was stolen. But given the proliferation of data brokers, data can be
legally bought and used for equally nefarious purposes. When the New York Times received location
data held by a data broker from sources who ‘had grown alarmed about how it might be abused’, they
investigated just how dangerous such data might be.19  The data included information about 12
million phones in the United States. Sensitive areas visited by some of the people tracked included
psychological facilities, methadone clinics, queer spaces, churches, mosques, and abortion clinics.
Reporters were able to identify and follow military officials with security clearances, and law
enforcement officers, among others. If any of these people has something to hide (and everyone
does), such easy access to them could make them targets of blackmail. If the people in charge of
security in our countries are that easy to find, follow, and potentially compromise, we are all at risk,
and foreign countries are all too aware of how personal data makes countries vulnerable.

National security concerns were the reason behind the United States pressuring the Chinese gaming
giant Beijing Kunlun to sell its stake in Grindr to an American company. Grindr is a dating app geared
towards gay, bi, and trans people. It holds incredibly sensitive data, including sexy conversations, nude
photos and videos, real-time location, email addresses, and HIV status. If we lived in a world in which
privacy was taken seriously, such an app would be required to have watertight cybersecurity and
privacy features. You won’t be surprised to know it doesn’t. In 2018, a Norwegian research
organization found that Grindr sent personal data, including HIV status, to third parties that help
improve apps. According to the report, much of that personal data, such as location data, was sent
unencrypted to a number of advertising companies.20

The United States didn’t reveal the details about their concerns regarding Grindr – ‘doing so could
potentially reveal classified conclusions by US agencies’, said a source – but given the context, these
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are not hard to imagine. After all, Kunlun had given Beijing-based engineers access to the personal
information of millions of Americans, including private messages.21  It is likely that some members of
the US military and intelligence agencies are using the app, and China could use their data to blackmail
them, or to infer American troop movements.22  It wouldn’t be the first time that an app revealed
troop movements.

Like most other people, those who work for highly secretive government projects run close to
where they work and live. When military personnel in the United States shared their running routes
with the fitness company Strava, it didn’t occur to them that they were broadcasting the location of
what were supposed to be secret army bases. Strava published the running routes of all its users in a
heatmap on their website on which you could zoom in and explore the most and least common paths
trodden. Analysts pointed out that, not only could secret army bases be inferred by their being framed
by running routes in areas with otherwise scarce activity density, but it was also possible to identify
Strava users by name using other public databases. Thanks to the heatmap, one could identify and
follow military individuals of interest.23

In this case, the data that created a national security threat was not even stolen or bought – it was
public and easily accessible. After this incident, Strava made its feature to opt out of heatmaps more
visible and simpler.24  Too little too late. People should have to opt in for data collection. The
generalized disrespect for privacy means that the privacy of military personnel and government
officials is in danger too. Through them, foreign powers can jeopardize the security of a whole country.

Threats to democracy

The Cambridge Analytica scandal illustrates how privacy losses can contribute to the gerrymandering
of democracy. Privacy violations enabled the construction of profiles that were used to target people
with propaganda that matched their psychological tendencies. Christopher Wylie, the Cambridge
Analytica whistleblower, believes Brexit would not have won in the referendum if the data firm had
not interfered.25  In a way, the company harmed all of the citizens of the countries it meddled in, and
citizens from other countries too, given that we are all affected by global politics. That’s how far-
reaching data harms can be.

Chris Sumner, research director and co-founder of the not-for-profit Online Privacy Foundation, led
a research project on dark ads. So-called ‘dark ads’ are visible only to the publisher of the ad and the
intended target of the ad. Groups can be targeted using location data, behavioural data, and
psychographic information (psychographic profiling classifies people according to personality types
based on personal data). Sumner set out to test how effective such targeting can be. He and his
research partner, Matthew Shearing, evaluated 2,412 people’s propensity for authoritarianism on
Facebook, and divided them into two groups: those with high and low authoritarian tendencies.
Authoritarian personalities are characterized by a tendency to obey and respect people in a position of
authority, they value traditions and norms more, and they are less tolerant of outgroups. Sumner and
Shearing then created advertisements that either supported or opposed state mass surveillance.

The team created four different ad campaigns. The pro-surveillance ad designed for people high in
authoritarianism showed a picture of bombed buildings and read: ‘Terrorists – Don’t let them hide
online. Say yes to mass surveillance.’ The version created for people with low authoritarian tendencies
read: ‘Crime doesn’t stop where the Internet starts. Say yes to surveillance.’ The anti-surveillance ad
tailored to people with high levels of authoritarianism carried an image of the D-Day landings and
read: ‘They fought for your freedom. Don’t give it away! Say no to mass surveillance.’ The version
tailored to people with low levels of authoritarianism showed a photograph of Anne Frank and read:
‘Do you really have nothing to fear if you have nothing to hide? Say no to state surveillance.’

Tailored ads were more effective with their intended target groups. The ad that supported
surveillance and targeted high authoritarian personalities, for instance, had twenty times as many
‘likes’ and shares from the high-authoritarianism group than from the low one. People classified as
highly authoritarian were significantly more likely to share an ad designed for them, and people
classified as having low levels of authoritarian tendencies thought that ads designed for them were
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more persuasive than those ads that were designed for their opposites.26  What is not clear, however,
is how these metrics (likelihood of sharing a post, and finding an ad persuasive) translate into votes.

Some sceptics have pointed out that microtargeting has limited effects, and that therefore we
should not worry about its impact on elections. One important challenge faced by campaigns trying to
influence people’s opinions is that the correlation between personality traits and political values is not
always a strong one. If campaigns make mistakes about people, they might mistarget messages and
suffer a backlash. A further problem is that the predictive power of Facebook ‘likes’ has an expiry date
– what you liked five years ago may not be what you like now, but you never went back to click
‘unlike’. Furthermore, what ‘liking’ something means today might differ from what it means a year
from now. ‘Liking’ a politician before and after an important political event such as the EU referendum
might signal very different political stances. Political campaigns also face competition from other
campaigns using the same tactics, such that at least some of the effects might cancel each other out.27

The concern, however, is that microtargeting does have an impact, even if limited. When the people
exposed to targeted propaganda are in the millions, you don’t need to have a big effect to sway an
election. In 2012, Facebook published in Nature the results of a randomized controlled study on 61
million users in the United States during the 2010 congressional elections. (In keeping with Facebook’s
style, the study seems to have been carried out without people’s informed consent.)28  On the day of
the elections, one group was shown a statement at the top of their newsfeeds encouraging them to
vote, along with an ‘I Voted’ button. Another group was shown the same statement and up to six
profile photographs of the user’s Facebook friends who had already clicked the ‘I Voted’ button. A
third control group did not receive any message. The results show that those who got the message
with photographs of their friends were 0.4 per cent more likely to vote. That may not seem like a big
difference, but when millions of people get exposed to an influencing message or image, the numbers
add up. The authors of the study claimed to have increased turnout by about 340,000 votes.29

If you think about how many elections are won by frighteningly few votes, 340,000 votes seem
more than enough to change the course of an election. In the United States, Trump won the 2016
elections by a narrow margin of 70,000 votes in three swing states.30  In the Brexit referendum, Leave
won by less than 4 per cent of the vote. Facebook encouraging all its users to vote might not be a bad
thing. But what if they encourage only some people to vote and not others? And not random people,
but people who are likely to vote for one particular candidate? One of the objectives of Cambridge
Analytica was to identify voters they called ‘persuadables’ – those who could be convinced either to
refrain from voting or to vote for a candidate they might otherwise not have voted for. To some
people they showed content discouraging them from voting, to others they showed fake news about
the candidate they were trying to undermine, and so on.

That Facebook has the power to influence voters should worry us. As the authors of the Facebook
study point out themselves, the American presidential race in 2000 between Al Gore and George W.
Bush was won by just 537 votes in Florida – less than 0.01 per cent of votes cast in that state. If
Facebook had encouraged Democrat voters in Florida to go to the ballot box, and had not done the
same for Republicans, Al Gore would have likely become President, and history might have taken a
completely different turn.

Facebook vote buttons have been used in the Scottish referendum in 2014, the Irish referendum in
2015, the UK election later that year, the Brexit referendum in 2016, the 2016 US election, in
Germany’s 2017 federal elections, and in the 2017 parliamentary elections in Iceland. At least in
Iceland, not all citizens were shown the buttons, but we don’t know how many people saw the button
and what criteria were used to decide who got to see the voting message. We simply don’t know what
effect these messages have had on our elections. Facebook keeps that information to itself.31  Having
one of the most powerful corporations in the world know so much about us and allowing it to show us
messages that can influence our voting behaviour during elections is insane. Particularly if we don’t
audit it. The possibility of gerrymandering democracy should be taken more seriously.

One of the most important pillars of a healthy democracy is having fair elections. Not only that,
people have to feel confident about the fairness of the electoral process. If the majority of the
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citizenry were to suspect electoral interference, the legitimacy of the government could be seriously
compromised.

There were a few reasons to worry about electoral interference and Facebook in the 2020 American
race for the presidency. First, almost 70 per cent of American adults use Facebook.32  The social
network has the potential to influence the majority of American voters.fn1  Second, Facebook has
proved to be notoriously untrustworthy, as we have discussed throughout this book, failing its users so
many times that keeping count has become challenging.33  Third, Facebook announced it will not
moderate or fact-check political ads.34  Facebook has not only allowed lies and fake news, it has
prioritized them, given that paid ads get access to tools, such as microtargeting, that maximize
influence.35  Fourth and most important, Facebook had a private stake in who won these elections
because they wanted to avoid regulation, which made it all the more tempting for them to interfere.

The company’s recruitment of former Republicans in senior positions and its self-interest in staying
unregulated gave rise to worries of conservative bias.36  The fact of the matter is that, if it had wanted
to, Facebook could have interfered with the elections without facing any accountability for it. We
might not even have known it had happened.37

Facebook may well have acted responsibly and refrained from interfering with the 2020 elections,
even against its self-interest of avoiding regulation. But we shouldn’t have to trust Facebook or other
companies to respect our democratic processes. The rule of law cannot rely solely on good faith.
Democracy can only be robust if no one is able to interfere with elections with impunity.

Even if it is uncertain to what extent Cambridge Analytica and other similar efforts have been
successful in influencing elections, what is crystal clear is that Cambridge Analytica’s intent was to
thwart democracy.38  They wanted to hack the electorate. They weren’t trying to disseminate true
information and give good arguments for why we ought to vote for a candidate. Rather, they appealed
to people’s most primal emotions and were unscrupulous with the truth, showing very different
content to very different people. Discouraging people who might vote for the candidate who is not
your client from going to vote is thwarting democracy. It is quite possible, perhaps even likely, that
both Brexit and Trump would have lost were it not for personalized political ads on social media. But
even if that is not the case, attempts to hack democracy must be stopped, just like murder attempts
must be stopped even if there’s a chance they might be unsuccessful.

You might wonder what the difference is, if any, between microtargeted political ads based on
personal data and old-fashioned political ads. After all, the digital age did not invent propaganda or
false political messages. What is new and destructive is showing each person different and potentially
contradictory information. Data firms try to exploit our personality traits to tell us what we want to
hear, or what we need to hear to behave in the way they want us to. A candidate could get away with
giving one image to some citizens and giving an opposite image to a different set of citizens.

Personalized ads fracture the public sphere into individual parallel realities. If each of us lives in a
different reality because we are exposed to dramatically different content, what chance do we stand
of having healthy political debates? When politicians have to design one ad for the whole of the
population, they tend to be more reasonable, to appeal to arguments that a majority of people are
likely to support. Personalized ads are more likely to be extreme.

When we all see the same ads, we can discuss them. Journalists, academics, and political opponents
can fact-check and criticize them. Researchers can try to measure their impact. All that scrutiny puts
pressure on political candidates to be consistent. Furthermore, when ads are public, we can more
easily keep tabs on political parties not spending more than the amount they are allowed, and not
advertising in ways that are off-limits by law. Political advertising is highly regulated in other media
such as television and radio. In the United Kingdom it is mostly banned, except for a limited number of
boring ‘party political broadcasts’. We can only regulate ads if we can see them, which is why dark and
personalized ads have to go (more on ads in the next chapter).

When social media platforms ask us to share our data in an effort to categorize us as old or young,
men or women, conservative or liberals, for or against immigration, for or against abortion, and treat
us accordingly, they create and entrench divisions. We should not allow the public sphere to splinter
along the lines that make us different. It doesn’t have to be that way. For the public sphere to be
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comfortable for all, to coexist in harmony despite our differences, for pluralism to be possible, our
collective life must retain a degree of neutrality, for which we need liberalism.

Threats to liberalism

The basic tenet of liberal societies is that individuals should have the freedom to live their lives as they
see fit. There is a presumption in favour of liberty such that ‘the burden of proof is supposed to be
with those who […] contend for any restriction or prohibition’, as John Stuart Mill wrote.39  Rules
should be put in place to avoid harm to people, to ensure citizens are free from unnecessary
interferences, and to establish a common life in which all can participate.

Privacy is important to build a robust private sphere, a bubble of protection from society in which
individuals can enjoy times and places free from others’ gazes, judgements, questions, and intrusions.
Privacy norms serve a valuable function in giving us breathing space. A healthy degree of reticence and
concealment is necessary for civilized life to run smoothly.40  If we could all read each other’s minds at
all times, the private sphere would shrink into nothingness, and the public sphere would become
contaminated with endless unnecessary conflicts. Liberalism is not only about governments not
interfering with citizens’ private lives. For liberalism to thrive it must be embedded in a similar culture
of restraint in which ordinary citizens make an effort to let one another be.

Social media encourages us to ‘share’ online. Facebook’s business model depends on people
revealing aspects of themselves online. When users share less personal content, Facebook worries and
tweaks the platform to encourage more sharing.41  Share everything you can, is the message. Tell us
who you are, tell us how you feel, tell us about your family and friends, tell the world what you think
about other people. We want to know. We want to hear what you have to say.

Social media platforms promote a culture in which people are discouraged from holding back. The
more people share, the more data can be analysed and used to sell access to us. The more comments
people make on what others share, the more clicks, the more ads, the more money, the more power.
It might seem like a win-win situation. We get to rant endlessly, and tech companies get to earn their
keep. Except that much of what gets shared online does not benefit users. As a user, your data gets
exploited in ways that are not in your interest, and what you share exposes you to other users, some
of whom are only too happy to troll, blackmail, or shame you. Social media is communication
unrestrained. But civility requires a measure of restraint – restraint in what you share about yourself,
in the opinions you hold (especially about others), and in the questions you ask.

Restraint need not amount to dishonesty. Just as clothing does not mislead others about you being
naked underneath, not expressing how stupid you think another person is does not amount to deceit.
We do not need to know everything about each other to have a frank conversation. You don’t need to
know another person’s darkest fears, secrets, and fantasies to be friends with them, much less good
neighbours. We don’t want to tell our fellow citizens everything about us. And, just as importantly, we
don’t want to know everything about them.

Expecting saintliness from people in body, speech, and mind at all times is unrealistic; perhaps even
unreasonable. As the philosopher Thomas Nagel points out, ‘Everyone is entitled to commit murder in
the imagination once in a while.’42  If we push people to share more than they otherwise would, we
will end up with a more pernicious social environment than if we encourage people to curate what
they bring into the public sphere. A culture of exposure impels us to share our imaginary acts of
murder, and in so doing needlessly pits us against each other. Sparing each other from our less
agreeable sides is not a fault – it’s a kindness.

Liberalism asks that nothing more should be subjected to public scrutiny than what is necessary to
protect individuals and cultivate a wholesome collective life. A culture of exposure requires that
everything be shared and subjected to public inspection. Big tech sells the fantasy that those who do
nothing wrong have nothing to hide, that transparency is always a virtue. It’s not. Exhibitionists who
flash other people are not being virtuous. In the digital economy, everyone is pushed to express more
than is necessary for the purposes of friendship, effective communication, and public debate – all in an
effort to create more data.
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Oversharing benefits big tech, not users. It makes the public sphere uninhabitable. Such relentless
social pressure to share leads to expressions of aggression and intolerance, and to vigilantism and
witch-hunting. There is no truce. Every image, word, and click gets collected and monetized by
companies, and scrutinized and potentially torn apart in a cathartic public act of online shaming by
netizens. Such constant fuss about every detail of what people say and do distracts us from more
important conversations – from talking about issues of justice, economics, ecology, and public goods.
While we are busy endlessly bickering online, trolling each other, and tearing people to shreds for
human weaknesses that we probably share, our democracies are falling apart.

In some ways, cultures of exposure resemble the brutality of children’s social relations. Children are
as notorious for not knowing when to stop talking as they are for their potential cruelty – especially
when they are in a group. Perhaps as the internet matures we will distance ourselves from a culture of
oversharing and bullying, and approach more adult ways of relating to one another.

Threats to the safety of individuals

Personal data can be, is, and will continue to be misused. And some of the abuses of personal data are
deadlier than asbestos.

One of the most lethal misuses of data was carried out by the Nazi regime during the Second World
War. When Nazis invaded a country, they were quick to take hold of the local registries as a first step
to controlling the population, and in particular, finding Jews. Countries varied widely in both the kind
of records they held and their reaction to Nazis’ thirst for data. The starkest comparison is that
between the Netherlands and France.43

Jacobus Lambertus Lentz was not a Nazi, but he did more for the Nazi regime than most zealous
anti-Semites. He was the Dutch Inspector of Population Registries, and he had a weakness for
population statistics. His motto was: ‘to record is to serve’. In March 1940, two months before the Nazi
invasion, he proposed a personal identity system to the Dutch government in which all citizens would
be required to carry an ID card. The card used translucent inks that disappeared under a quartz lamp
and watermarked paper to make sure it could not be forged. The government rejected his proposal,
arguing that such a system was contrary to Dutch democratic traditions, as it would treat ordinary
people like criminals. Lentz was deeply disappointed. A few months later he would propose the same
idea to the Reich Criminal Police Office. The occupied forces eagerly put it into practice. Every Dutch
adult was required to carry an identification card. A J was stamped on those cards carried by Jews – a
death sentence in their pockets.

In addition to these cards, Lentz used Hollerith machines – tabulating machines sold by IBM that
used punch cards to record and process data – to expand records kept on the population. In 1941, a
decree was issued requiring all Jews to register at their local Census Office. Furthermore, for decades
the Dutch had naively collected data on religion and other personal details, aspiring to have a
comprehensive system that could follow each person ‘from cradle to grave’. Lentz and his team used
the Hollerith machines and all the information available to them to make it easier for Nazis to track
down people.

In contrast to the Netherlands, censuses in France did not collect information about religion for
privacy reasons. The last census to collect such data was taken in 1872. Henri Bunle, the chief of the
General Statistics Office of France, made it clear to the General Commission for Jewish Questions in
1941 that France did not know how many Jews it had, let alone where they lived. Furthermore, France
did not have an extensive punch card infrastructure like that of the Netherlands, making it hard to
collect new data. If Nazis wanted police departments to register people, they would have to do it
manually, on pieces of paper and index cards.

Without Hollerith machines there was no way of sorting and tallying the information being collected
about the population. The Nazis were desperate. René Carmille, Comptroller General of the French
Army, and an enthusiast for punch cards who happened to own tabulating machines, including
Hollerith ones, volunteered to bring order to the chaos and deliver the Jews of France to their
executioners.
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Carmille developed a national Personal Identification Number that worked as a descriptive bar code
for people; it is the precursor of France’s current social security number. Different numbers were
assigned to represent personal characteristics such as profession. He also prepared the 1941 census
for all French citizens aged fourteen to sixty-five. Question 11 asked Jews to identify themselves
through both their grandparents and their professed religion.

Months passed, and the lists of Jews expected from Carmille did not arrive. The Nazis grew
impatient. They started rounding up Jews in Paris, but without Carmille’s tabulations they mostly
relied on Jews turning themselves in. More months passed, and still the lists did not come.

Unbeknown to the Nazis, René Carmille had never intended to hand over his fellow citizens. He was
one of the highest-placed operatives of the French resistance. His operation generated some 20,000
fake identities, and he used his tabulation machines to identify people who could fight against the
Nazis. The answers to question 11 regarding whether people were Jewish were never tabulated. Those
holes were never punched, that data forever lost. Over 100,000 altered punch cards have been found
– punch cards never surrendered to the Nazis. Hundreds of thousands of people saved by just one
person who decided not to collect their data – their toxic data.

It seems reasonable to suppose that Carmille knew he would eventually get caught if he didn’t
surrender the data he promised. He was discovered and detained by the SS in 1944. He was tortured
for two days, and was then sent to Dachau, where he died from exhaustion in 1945.

Data collection can kill. The Dutch had the highest death rate of Jews in occupied Europe – 73 per
cent. Of an estimated 140,000 Dutch Jews, more than 107,000 were deported, and 102,000 of those
were murdered. The death rate of Jews in France was 25 per cent. Of an estimated 300,000 to 350,000
Jews, 85,000 were deported, and 82,000 of those were killed. A lack of privacy was instrumental in the
killing of hundreds of thousands of people in the Netherlands; privacy saved hundreds of thousands of
lives in France. Further support for the hypothesis that it was data collection that made the difference
between the two countries relies in Jewish refugees living in the Netherlands experiencing an overall
death rate lower than that of Dutch Jews. Refugees had avoided registration.44

Other documented instances of misuse of personal data include the removal of American Indians
from their lands in the United States in the nineteenth century; the forced migration of minority
populations in the Soviet Union in the 1920s and 1930s; and the use of a registration system
implemented by Belgians in the 1930s to find and murder Tutsis during the Rwanda genocide of
1994.45

The best predictor that something will happen in the future is that it has happened in the past.
These stories are not from a distant galaxy in a world of fiction. These are the stories that we must
learn from in order to avoid repeating the deadly mistakes of the past.fn2

Imagine a contemporary authoritarian regime getting hold of all our personal data. Despots from
the past have had scraps of data in comparison to the thousands of data points one can acquire about
anyone in the world today with just a few clicks. An authoritarian government could learn about our
every weakness inside out without much effort. If it could predict our every move, it could be the
beginning of an undefeatable regime.

Among the many data-related accounts from the Second World War, one stands out as particularly
instructive. In March 1943, a cell of the Dutch resistance attacked the municipal registry of
Amsterdam. The objective was to destroy as many records as possible in an attempt to help 70,000
Jews in Amsterdam escape murder. Gerrit van der Veen, Willem Arondéus, Johan Brouwer, Rudi
Bloemgarten and others entered the building dressed as policemen. They sedated the guards, sparing
their lives, soaked the files in benzene, and set the documents on fire. Sympathizers among the
firefighters knew of the attack. When the alarm sounded, they made an effort to delay the
deployment of the trucks, giving the flames time to do their job. When they reached the registry, they
used as much water as possible to damage as many records as possible.

Unfortunately, the attack on the registry was not very successful. Twelve members of the resistance
cell were found and executed. And the fire destroyed only about 15 per cent of the documents.46

Just as the Nazis knew to go to the registries, today’s wrongdoers know where to find our data. And
they don’t even have to invade a country with troops to get hold of our most sensitive information.
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They just need a good hacker. In that sense, the risk to our personal data, and everything that our
privacy protects, is much higher than in the pre-internet world.

We should learn from the mistakes of the past. Personal data is toxic, and we should regulate it as
such. Let’s not do what we did with asbestos. We put asbestos everywhere: in car brake linings, pipes,
ceiling and floor tiles, concrete, cement, bricks, clothing, mattresses, electric blankets, heaters,
toasters, ironing boards, cigarette filters, and artificial snow, among other things. Once it was in our
roofs and walls, in the very structure of the places we inhabit, it became very difficult to extract it
without risk. Asbestos kills hundreds of thousands of people every year. It is still poisoning people
around the world, even in places where it has now been banned.47

Let’s not allow personal data to poison individuals, institutions, and societies. Luckily for us, we are
still very much in time to correct our current trajectory when it comes to personal data. We can fix the
internet and the economy. Let’s learn from the experience of the Netherlands during the Second
World War. The Dutch made at least two big mistakes with respect to privacy. They amassed too much
personal data. So have we. And once they realized how toxic that data was, they didn’t have an easy
and fast way to delete it. Neither do we. We need to change that before it’s too late.
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FIVE

Pulling the Plug

The surveillance economy has gone too far. It has abused our personal data in too many ways, too
many times. And the quantity and sensitivity of the data being traded makes this grand experiment
too dangerous to be continued. We have to put a stop to the trade in personal data.

The data economy has to go because it is at odds with free, equal, stable, and liberal democracies.
We can wait for a truly massive data disaster before we start to protect privacy – anything from a
monumental leak of biometric data (consider that, unlike passwords, our faces are not something we
can change) to the misuse of personal data for the purposes of genocide – or we can reform the data
economy now, before it’s too late.

Personal data has become such a big part of the economy that it might sound unrealistic to pull the
plug on it. Once upon a time the idea of recognizing workers’ rights sounded just as outlandish, if not
more so. Today, we look at the past and lament the savageness of exploitative labour practices, for
instance, during the industrial revolution. Tomorrow, we will look at today and lament the foolishness
of the surveillance economy.

Although human beings do not always excel at averting disaster, some examples show that we are
capable of coordinating our actions and redirecting an ill-fated path. Ozone in the outermost layers of
the atmosphere absorbs most of the sun’s ultraviolet rays. Without an ozone layer to protect us, our
eyes, skin, immune system, and genes would get damaged by ultraviolet rays. As the ozone layer
thinned in the second half of the twentieth century, the incidence of skin cancers went up. In 1985, a
group of scientists published an article in Nature describing the extent of the annual depletion of the
ozone layer above the Antarctic. We were headed for disaster.

Only two years later, in 1987, the Montreal Protocol was signed, an international agreement aimed
at banning the production and use of ozone-damaging chemicals, including CFCs
(chlorofluorocarbons). These chemical compounds were used worldwide in refrigerators, air
conditioners, and aerosol cans. What made them attractive was their low toxicity, flammability (like
asbestos), and reactivity. Unfortunately, the fact that they don’t react with other compounds also
makes them dangerous, because it gives them a long lifetime during which they can diffuse into the
atmosphere.

Thanks to the opposition of experts and the public to the production and use of CFCs, industry
innovated and found alternatives. Ozone holes and thinning have been recovering at a rate of about 1
to 3 per cent a decade since 2000. At this rate, the ozone layer over the northern hemisphere is
expected to be completely healed by the 2030s. By 2060, ozone will have made a full comeback
worldwide. Phasing out CFCs had a further benefit: it halved global warming.1

If we can save the ozone layer, we can save our privacy.
Most of the recommendations in this chapter are aimed at policymakers. Much like saving the

ozone layer, reforming the data economy requires regulation. There is no way around that. But what
will make policymakers act is pressure from you, from us, from the people. It is ultimately up to us to
demand an end to the personal data trade, and there is much you can do to help that effort.

Policymakers are often eager to protect us. But they may fear the consequences of taking a bold
step – maybe their party colleagues will disagree, maybe voters will not appreciate what is being done
on their behalf, maybe it’ll hurt their chances of climbing the political ladder. Politicians derive their
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power from us. If they know we care about privacy and we will withdraw our votes and support if they
do not regulate for privacy, you can be sure they will act. They are just waiting for our cue. Our job is
to be as well informed as possible so that we know what to ask of our politicians. You can express your
convictions by getting in touch with your representatives, voting, and by protecting your privacy,
which is the topic of the next and final chapter.

STOP PERSONALIZED ADVERTISING

Let’s go back to where we started. The origin of the dark sides of the data economy is in the
development of personalized advertising – therein lies the beginning of a solution. Microtargeted ads
that are based on your identity and behaviour are not worth the negative consequences they create.

One of the gravest dangers of personalized advertising, as we saw when we discussed the toxicity of
personal data, is the possibility that it might corrode political processes. You might think that a more
reasonable solution to that problem is to ban political ads, as Twitter did in 2019. But it is not easy to
demarcate clearly what is political from what is not. Twitter defines political content as ‘content that
references a candidate, political party, elected or appointed government official, election, referendum,
ballot measure, legislation, regulation, directive, or judicial outcome’. What about ads denying climate
change? Or informing the public about climate change? Or ads against immigration? Or ads that
advertise family planning health centres? All these seem political, and could be intimately related to a
particular candidate or election, and yet it is not clear that they would or should be banned by Twitter.

A better solution is to ban personalized ads completely. It’s not just that they polarize politics, they
are also much more invasive than most people realize. When you see a personalized ad, it doesn’t just
mean that a given company knows more about you than your friends do. It’s much worse than that. As
the page loads, and many times before you even get a chance to consent (or not) to data collection,
competing advertisers bid against each other for the privilege of showing you their ad.

Real-time bidding (RTB) sends your personal data to interested advertisers, often without your
permission. Suppose Amazon gets that data and recognizes you as a user who has visited their website
before in search of shoes. They might be willing to pay more than others to lure you into buying shoes.
And that’s how you get shown an Amazon shoe ad. Unfortunately, in that process, very personal data
such as sexual orientation and political affiliation might have been sent to who knows how many
possible advertisers without your knowledge or consent. And those companies are holding on to your
personal data.2

The allure of behavioural advertising is understandable. Users don’t want to be exposed to products
they have no interest in. If you couldn’t care less about tractors, seeing tractors flash on your screen is
a nuisance. In turn, advertisers don’t want to waste their resources showing ads to people who would
never buy their product. As the nineteenth-century retailer John Wanamaker famously said, ‘Half the
money I spend on advertising is wasted; the trouble is I don’t know which half.’

Targeted advertising promises to solve both problems by showing customers what they are
interested in buying, and making sure advertisers only pay for ads that will increase their sales. That’s
the theory, a win-win situation. Unfortunately, the practice looks nothing like the theory. The practice
has normalized surveillance. It has led to the spread of fake news and clickbait. It has fractured the
public sphere, and it has even compromised our democratic processes. As if all of these externalities
weren’t enough, microtargeted advertising doesn’t even do what it says on the tin: it doesn’t show us
what we want to see, and it’s not clear that it either allows advertisers to save money or increases
their sales.

Advertising is, for the most part, a less scientific endeavour than one might imagine. Marketers
often pursue an advertising strategy more out of a gut feeling than because they have hard evidence
about what is going to work. In some cases, this intuitive approach has led to prominent businesses
wasting millions of pounds.3

There is not enough research to allow us to assess the effectiveness of targeted advertising with a
high degree of confidence. There is, nonetheless, reason to think personalized ads are not as profitable
as optimists had hoped.4  Preliminary research shows that advertising using cookies does increase
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revenues, but only by around 4 per cent – an average increase of just $0.00008 per ad. Yet advertisers
are willing to pay much more for a targeted ad than for a non-targeted one. According to one account,
an online ad that doesn’t use cookies sells for just 2 per cent of the cost of the same ad with a
cookie.5  ‘There is a sort of magical thinking happening when it comes to targeted advertising [that
claims] everyone benefits from this,’ says Alessandro Acquisti, Professor at Carnegie Mellon University
and one of the authors of the study. ‘Now at first glance this seems plausible. The problem is that
upon further inspection you find there is very little empirical validation of these claims.’6

If targeted ads are much more expensive than non-targeted ads, and the increase in revenues they
offer is marginal, we may be losing our privacy for nothing at all. Platforms such as Google and
Facebook might be unduly profiting from selling smoke.fn1  A poll by Digiday confirms this suspicion.
Out of forty publishing executives who participated in the survey, for 45 per cent of them, behavioural
ad targeting had not produced any notable benefit, while 23 per cent of respondents said it had
actually caused their ad revenues to decline.7  In response to the GDPR, the New York Times blocked
personalized ads yet did not see ad revenues drop; rather, they rose.8

One reason targeted ads may not be very successful in increasing revenue is because people hate
them.9  Do you remember when ads were creative and witty? Ads used to be interesting enough that
you could compile them in a one-hour TV show and people would want to watch them. Not any more.
Most ads these days – especially online ads – are unpleasant at best and abhorrent at worst. They are
typically ugly, distracting, and intrusive. Contemporary advertising has forgotten the lessons of David
Ogilvy, known as the father of advertising, who wrote that ‘you cannot bore people into buying your
product; you can only interest them in buying it’. You cannot (and should not) bully people into buying
your product either: ‘It is easier to sell [to] people with a friendly handshake than by hitting them over
the head with a hammer. You should try to charm the consumer,’ Ogilvy wrote.10  In some ways,
online ads are worse than being hit by a hammer.

People may especially hate targeted ads because they invade our privacy. Have you ever felt
inappropriately watched by your ads? You tell a friend about a sensitive topic – perhaps you’re
thinking of changing jobs, or having a baby, or buying a house – and the next ad you see is directly
related to what you thought was a private conversation. Unsurprisingly, research suggests that ads are
less effective when people consider them creepy.11  If people know an ad targeted them by tracking
them across the web, or making inferences about them, they are less likely to engage with it.

Google sensed that people would not appreciate being spied on long ago and adopted a secretive
approach, as explained earlier. Do you remember the first time you started to understand how your
data was being used by big tech? I’m guessing you didn’t learn about it from a clear message from one
of the big platforms. Maybe you started to notice how the ads you saw were related to you but
different from those seen by your friends and family. Or perhaps you read about it in an article or a
book.

That targeted advertising may not deliver the advantages it was designed to offer makes our loss of
privacy seem all the more futile and absurd. But even if targeted ads worked in showing us what we
want to see and increasing the revenue of merchants, we would still have good reason to scrap them.

Targeted ads may not work very well for businesses, but they might work quite well for swaying
elections, as we’ve seen. A 4 per cent effect in selling a product will not be enough to compensate for
the cost of the ad, but that same effect in terms of numbers of voters could very well decide an
election.

Personalized ads have normalized hostile uses of tech. They have weaponized marketing by
spreading misinformation, and they have shattered and polarized the public sphere. As long as
platforms like Facebook use personalized ads, they will remain divisive by exposing us to content that
pits us against one another, despite the company’s mission statement to ‘bring the world closer
together’. Facebook will be all the more damaging as long as it dominates online advertising.

Facebook takes publishers away from their own distribution channels and encourages clickbait
content. That the relationship between publishers and their audiences is weakened is especially
troublesome in the case of newspapers. It makes them dependent on platforms that can change their
algorithm and hurt their visibility.12  Even before Facebook announced a change in its algorithm in
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2018 to promote posts by family and friends, as opposed to content produced by publishers, news
organizations were already experiencing a dive in Facebook-referred traffic. Anecdotally, some sites
reported a 40 per cent drop. BuzzFeed had to fire people, and the biggest newspaper in Brazil, Folha
de S.Paulo, pulled its content from Facebook.13

Banning targeted advertising will boost competition. One of the elements that is preventing
competition against Facebook and Google is the amount of personal data they have hoarded.
Everyone wants to advertise with them partly because there is an assumption that the more data a
platform has, the more effective it will be at personalizing ads. If everyone used contextual
advertising, platforms would be on a more equal footing.14  Contextual advertising shows you ads of
shoes when you type ‘shoes’ in your search. It doesn’t need to know who you are or where you’ve
been. If companies were not allowed to use personal data for ads, that would do away with some of
the competitive advantage of Google and Facebook, although the two tech giants would still be
advertisement behemoths given the number of users they have.

There is a place for advertising in the online world. Especially for informative advertising (as
opposed to combative or persuasive advertising), which, David Ogilvy claimed, is the kind of marketing
that is both more moral and more profitable. Online advertisers would do well to remember Ogilvy’s
adage that ‘advertising is a business of words’. Perhaps online ads should look more like magazine ads
than television ads. Instead of designing noxious ads that both surveil and distract us out of our minds
with jumping flashy images, online ads could strive to be based on words and facts, following Ogilvy’s
ideal. Including facts about a product, as opposed to adjectives, and adding good advice, such as how
to remove a stain, or a food recipe, are examples of good practices.15  Online advertisers should offer
us information, instead of taking information from us.

Ads are particularly justified in the case of new products and brands. But they do not have to violate
our right to privacy to be effective. Furthermore, there is an argument to be made for limiting the
share of the economy that is dedicated to advertisement. At the moment, ads are the core of the data
economy. Having too many ads dominating our landscape, however, might be bad for wellbeing.

A recent study of approximately one million European citizens across twenty-seven countries and
over three decades suggests that there is a correlation between increases in national advertising
expenditure and declines in levels of life satisfaction. After taking account of other macroeconomic
variables such as unemployment and individuals’ socioeconomic characteristics, researchers estimate
that a national doubling of ad spending is associated with a subsequent drop in reported satisfaction
of 3 per cent – an effect about a quarter as strong as that of being unemployed.16  If advertising is
boosting our economy at the cost of our happiness, we might want to think twice about the kind of
footing we allow it to have in our lives.

According to a report commissioned by the Association of National Advertisers and The Advertising
Coalition, advertising comprised 19 per cent of the United States’ total economic output in 2014.17  To
put that in perspective, tourism contributed 7.7 per cent that same year.18  The American advertising
market value is larger than the banking industry.19  And yet this is an industry that, it seems, makes us
miserable. Like former Facebook data scientist Jeff Hammerbacher, I also find it depressing that ‘the
best minds of [our] generation are thinking about how to make people click ads’.20

Limiting ads would also be a natural way of curbing the power of big tech platforms that heavily
depend on them. Let’s not forget that ads constitute the vast majority of Alphabet’s and Facebook’s
revenue.21

Personalized ads have to stop. Real-time bidding should be banned. We should limit the dominance
of ads, or modify them so that they don’t have a negative effect on people’s wellbeing. Luckily, you
don’t have to wait around for policymakers to reform the advertising industry: you can use adblockers
(see next chapter for details).

STOP THE TRADE IN PERSONAL DATA

Personal data should not be something one can buy, sell, or share to exploit for profit. The
opportunities for abuse are too many, and proliferating. The more sensitive the data, the stricter the
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ban and the steeper the penalty for breaking the law ought to be. That we are allowing companies to
profit from the knowledge that someone has a disease, or has lost their son in a car accident, or has
been the victim of a rape, is revolting.

I have never encountered a good argument to justify data brokers. Data brokers are the scavengers
of the digital landscape. They live off the data trails we leave behind, sell them to the highest bidder,
and very rarely have any regard for the people whose data they are profiting from.

Twenty years ago, Amy Boyer was murdered by her stalker after he purchased her personal
information and location data from Docusearch22  – a data broker that, incredibly, still exists. On their
website they claim to be ‘online & trusted for over 20 years’. Data vultures can’t be trusted. Data
brokers have sold people’s data to fraudsters. In 2014, LeapLab, a data broker in Nevada, sold intimate
details of hundreds of thousands of people to a ‘company’ that used the records to make
unauthorized withdrawals from people’s bank accounts.23  Have you ever had money disappear from
your account? You might have a data broker to thank for that; they might’ve sold or lost your data.
Equifax’s data breach, discussed in the previous chapter, is one of the worst in corporate history.24

The very existence of sensitive files on internet users is a population-level risk. Many times, personal
data held by data brokers is not even encrypted or well protected. Data brokers currently don’t have
enough of an incentive to invest in good security. Foreign governments and malicious actors can hack
that data and use that knowledge against us. The more data brokers collect our personal details, and
the more they sell that file to yet another company, our risk of suffering harm from a data breach
grows. And what do we get in return? Nothing. Were we drunk when we struck this deal? No, we were
never asked.

Buying profiles from data brokers is not even expensive. Bank account numbers can be bought for
50 cents, and a full report on a person can cost as little as 95 cents.25  For less than $25 per month you
could run background checks on everyone you know (but please don’t). In May 2017, Tactical Tech and
artist Joana Moll purchased a million online dating profiles from USDate, a dating data broker. The
haul included almost 5 million photographs, usernames, email addresses, details on nationality,
gender and sexual orientation, personality traits, and more. Although there is some doubt regarding
the source of the data, there is evidence that suggests it comes from some of the most popular and
widely used dating platforms. It cost them €136 (about $150).26  That such a transaction is possible is
astounding. And barbaric. Personal data being both so valuable and so cheap is the worst possible
combination for privacy.

Part of what good regulation entails is stopping one kind of power turning into another. For
instance, good regulation prevents economic power turning into political power (i.e. money buying
votes, or politicians). In the same way, we need to stop the power accrued through personal data
transforming into economic or political power. Personal data should benefit citizens – it shouldn’t line
the pockets of data vultures.

Even in the most capitalist of societies we agree that certain things are not for sale – among them
are people, votes, organs, and the outcomes of sports matches. We should add personal data to that
list. Personal data sounds too abstract. This abstraction is all too convenient for data vultures. What
we are actually talking about are our hopes and fears, our medical histories, our most private
conversations, our friendships, our darkest regrets, our traumas, our joys, the way we sound and the
way our heart beats when we make lovefn2,  27  – that’s what’s getting exploited for profit, too many
times, against our best interests.

Banning the trade in personal data does not mean banning the collection or proper use of such
data. Some kinds of personal data are necessary. Sharing your personal data with your doctor, for
instance, is necessary to receive adequate care. But our health system should not be allowed to share
that data, much less sell it.

Ending the trade in personal data does not mean that other kinds of data should not be bought and
sold – the ban need only apply to personal data. In fact, some non-personal data should be shared
widely to promote collaboration and innovation. As computer scientist Nigel Shadbolt and economist
Roger Hampson argue, the right combination is to have ‘open public data’ and ‘secure private data’.28
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We need, however, stricter definitions of what counts as personal data. At the moment, legislation
such as the GDPR does not apply to anonymized data. As we saw in Chapter One, however, all too
often data that was thought to be anonymous ended up being easily re-identified. Part of the problem
is that we are not sure what techniques may be developed and used in the future to re-identify
individuals in an ‘anonymous’ database. Therefore we have to be as tough as our imaginations allow
us in defining what counts as anonymous.

We also need to have a very broad understanding of what counts as a data trade. Data brokers
provide personal data in exchange for money, but many other companies make data deals that are
less crude. Facebook, for instance, has given other companies access to its users’ personal data in
exchange for these companies treating Facebook favourably on their platforms. Facebook gave Netflix
and Spotify the ability to read its users’ private messages, and it gave Amazon access to users’ names
and contact information through their friends. Part of what it received in return was data to feed its
invasive friend-suggestion tool, ‘People You May Know’.29  Personal data should not be part of our
commercial market. It should not be sold, disclosed, transferred, or shared in any way for the purposes
of profit or commercial advantage.

Again, you don’t have to wait for policymakers to ban the trade in personal data to start working
towards that goal if you follow the advice in the next chapter.

STOP DEFAULT PERSONAL DATA COLLECTION

Some big tech became big by plundering our data without asking for permission, without thinking
about the possible consequences their actions might have for their users and society at large. This
reckless attitude is best described by Facebook’s internal motto: ‘Move fast and break things’. Big
tech’s strategy has been to do what they please until they face resistance. Once resistance is
encountered, big tech usually tries to ignore it. When that doesn’t work, they try to seduce people
with extra perks, and to exhaust their critics with endless empty responses. Only when resistance is
persistent does big tech take a step back, and usually after having taken many steps forward. What
they hope with this cycle, argues Shoshana Zuboff, is that we will become gradually accustomed to
accepting conditions we would never have agreed to had they been presented to us upfront from the
start.30

It was through this cycle that we became used to our data being collected automatically by
everyone with the means to collect it. We have put up with it because we learned about it years too
late, once we were hooked on digital tech, and because we were told that it was necessary for our
gadgets to keep on working as they do, and that everyone was doing it anyway. We were also told that
surveillance was needed to keep us safe. Only when corporations faced a techlash, and regulation like
the GDPR was introduced, did they make some concessions, such as telling us a bit about the kind of
data they hold on us. But that’s not enough. Now we know better. We know that it is possible to have
cutting-edge tech gadgets without privacy invasions. And we know that privacy is an important
component of ensuring our security.

The existing state of affairs is one of ubiquitous data collection. Almost every website, app, and
gadget you interact with is collecting your data. Some of those companies don’t even know what to do
with it. They collect it just in case it might be useful in the future. But, as we have seen, data collection
is not harmless. It puts us all at risk.

So far, legislation has mostly addressed the uses of data, not its collection. Even if the GDPR includes
a principle of data minimization, according to which companies should collect only adequate, relevant,
and necessary data, many institutions seem to be shielding behind a very broad interpretation of what
are ‘legitimate interests’ for processing data. We need to be tougher on data collection.

The default – for companies, government agencies, and user settings on every website and app –
should be not to collect data, or only to collect the minimum necessary data. Defaults matter, because
most people will never touch their settings. People should have to opt in to data collection, rather
than opt out.
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What counts as necessary data should be understood narrowly, as data that is indispensable in
order to provide a worthwhile service – not to fund that service, by selling our data or access to us
through our data, but to build or maintain the service. Some services need people’s data to map
traffic, for instance – but they don’t need everyone’s data to do it effectively.

We need to invest more in privacy innovation. If big tech is forced to face the challenge of inventing
ways of using data while protecting privacy, they have a good chance of rising to the occasion. If they
are allowed to continue as they have to date, such innovations might never be developed.

A promising method of collecting data is through differential privacy. Differential privacy essentially
means inserting just enough mathematical noise into a database so that you are successful at
camouflaging every member of the database – you can’t infer anything in particular about any
individual – but not too much so that you still get accurate responses when you perform statistical
analyses. It may sound complicated, but here’s a simple example to illustrate the idea.

Suppose you want to know how many people in London voted for Brexit. Ordinarily you would call a
few thousand telephone numbers and ask every person which way they voted. Even if you did not
collect names, if you collected phone numbers and how people voted, those voters could be easily
identified, and their right to a secret vote would be compromised. If you collect data using differential
privacy, you would call up a few thousand telephone numbers, but instead of asking directly how
people voted, you would ask them to flip a coin. If the coin lands on heads, then people should tell you
how they voted. If it lands on tails, they should flip the coin again, and if it lands on heads this time,
they should tell you the truth; if it lands on tails, they should lie. Importantly, people should never tell
you how the coin landed. Because you controlled how often people lied to you, you know that
approximately one quarter of your results are incorrect (a lie), and you can statistically adjust for that.
The result is a database that is almost as accurate as an ordinary one, and which contains no personal
data, because only respondents know how the coin landed. You have no way of knowing who voted
for Brexit, but you can know roughly how many people voted for Brexit. Every participant enjoys
‘plausible deniability’: they can claim they didn’t vote for Brexit, and no one would be able to prove
otherwise (at least on the basis of this database).31

Of course, not every kind of data can be collected using differential privacy, and the method needs
refinement for institutions to be able to implement it effectively. I don’t mean to suggest differential
privacy is perfect or the solution to all of our problems. It’s not. And if it’s not implemented properly, it
can create a false sense of security. Nevertheless, I still like it as an example because it illustrates that
there are creative ways of analysing data without endangering people’s privacy. Homomorphic
encryption and federated learning are two other techniques worth exploring. We should be investing
more in developing privacy tools, as opposed to investing only in methods of exploiting privacy for
profit, convenience, or efficiency.

Whenever there is no alternative but to collect personal data, such data should only be collected
when an individual meaningfully and freely consents to such collection, and when uses of that data
and plans to delete the data have been specified (more on that last point below). Limiting the
collection of personal data is not enough, however, because sensitive information can be acquired not
only through data collection, but also through inferences.

STOP SURREPTITIOUS SENSITIVE INFERENCES

Institutions thirsty for knowing more about us can escape the limits we have set for them through
inferring, rather than collecting, sensitive information about us. The digital trails we leave behind as
we interact with technology are routinely treated as samples of behaviour that are then used to make
inferences about us.

Theories about what our data trails say about us have mushroomed in the last few years. The way
people use smartphones can be used to predict test scores in cognitive abilities such as memory and
concentration. Memory problems can be identified by how quickly people type on their phone, the
errors they make, and how fast they scroll down their list of contacts.32  Facebook ‘likes’ have been
used to infer sexual orientation, ethnicity, religious and political views, personality traits, intelligence,
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happiness, use of addictive substances, parental separation, age, and gender.33  Patterns of eye
movements can be used to detect dyslexia. Your posts on Twitter and your facial expressions can be
used to uncover depression. The list goes on, but you get the picture: external signals are being
systematically used by companies and institutions to infer private information about you.34

There are plenty of concerns regarding sensitive inferences, some of which are shared with other
kinds of privacy-invasive practices, and some of which are particular to inferences. As is the case with
surreptitious personal data collection, it is worrisome that your privacy can be violated without you
ever knowing about it. Worse, you have little or no control over some of these external signals, such
that there is not much you can do to protect yourself. You can try to avoid giving away your personal
data, but you cannot change your face or your gait, for instance, or the way you type on your phone.
Those are all involuntary markers. And there is no way for you to know whether someone is using that
information and for what purposes.

A further concern about sensitive inferences is that they might be wrong about you, but they can
still be used against you. Inferences based on algorithms are probabilistic – they are right only some of
the time. How accurate inferences are varies widely, and companies may not have much of an
incentive to make sure they are as accurate as possible. As long as companies feel that inferences give
them an advantage, they may be content to use them, even if they are imperfect.

Researchers, for instance, were able to infer correctly whether a person smoked based on their
Facebook ‘likes’ in 73 per cent of cases.35  Suppose a company uses such an inference as a filter for
hiring employees. If they have enough applicants for a job, they may not be bothered by being wrong
about 27 per cent of those applicants because, from their perspective, they are still better off than if
they hadn’t tried to infer that information. If you are one of the unlucky people who is misclassified as
a smoker, however, you have suffered an injustice, and you may never know about it, because the
company might never tell you why you didn’t get the job.

In some cases, sensitive inferences may be acceptable. As a patient, you may want your doctor to
analyse how you type on your smartphone so that they can detect possible cognitive problems as early
as possible. But sensitive inferences have to be regulated as tightly as personal data, because they are
being used as personal data – even when they are wrong. Data subjects should be asked for their
consent whenever external signs are being used to infer private information, they should have the
power to contest and rectify inaccurate inferences, and inferred sensitive information should be
treated as personal data.

With microtargeted ads, personal data trades, default personal data collection, and sensitive
inferences gone, privacy is already looking much better. But these measures are still not enough,
because we still need to take care of the settings in which personal data is not sold but may be used
against the interests of data subjects.

IMPLEMENT FIDUCIARY DUTIES

In most countries, the law does not force criminal suspects to self-incriminate. There is something
perverse about making people complicit in their own downfall. A federal judge in California banned
police from forcing suspects to swipe open their phones because it is analogous to self-
incrimination.36  And yet we tolerate innocent netizens being forced to give up their personal data,
which is then used in all sorts of ways contrary to their interests. We should protect netizens at least
as much as we protect criminal suspects. Our personal data should not be used as a weapon against
our best interests.

To accomplish such an objective, we should bind institutions that collect and manage personal data
to fiduciary duties.37  Fiduciaries such as financial advisers, doctors, and lawyers owe a duty of loyalty
and care to their customers – and so should companies that hold personal data.

The word fiduciary comes from the Latin verb fidere, to trust. Trust is at the heart of fiduciary
relationships. First, because the fiduciary is entrusted with something very valuable – your finances,
your body, your legal affairs, or your personal data. Second, because by entrusting this valuable good
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to others, you are made extremely vulnerable to them. By accepting what is entrusted to them and in
acknowledgement of your vulnerability, fiduciaries owe you their trustworthiness.38

Fiduciary duties exist to protect individuals who are in a position of weakness against professionals
who are supposed to serve them but who might have conflicting interests. Your financial adviser could
make excessive trades from your account to earn more commissions, or she could use your money to
buy securities for herself. Your doctor could perform a surgery on you that is too risky or unnecessary
simply as an opportunity to practise his skills, or to add a data point to his research. Your lawyer could
sell your secrets to another client whose interests oppose yours. And, as we have seen, those who
collect your data can give it to data vultures, criminals, and so on. None of these professionals should
abuse the power that has been given to them by virtue of their professions.

Fiduciary duties, then, are appropriate when there is an economic relation in which there is an
asymmetry in power and knowledge, and in which a professional or a company can have interests that
go against the interests of their customers. Financial advisers, doctors, lawyers, and data whizzes know
much more about finance, medicine, law, and data, respectively, than we do. They might also know
more about you than you know yourself. Your financial adviser is likely to have a better grasp of your
financial risks. Your doctor understands what is happening in your body better than you do. Your
lawyer will have a deeper understanding of your legal case. And those who analyse your data may
know (or may think they know) much more about your habits and psychology than you do. Such
knowledge should never be used against you.

Fiduciaries must act in the best interests of their customers, and when conflicts arise, they must put
their customers’ interests above their own. People who do not want to have fiduciary duties should
not accept being entrusted with valuable personal information or assets. If you don’t want to have the
duty to act in your patients’ best interests, then don’t become a doctor. Having a desire to perform
medical interventions on people’s bodies is not enough. The job comes with certain ethical
expectations. In the same way, if companies do not want to have to deal with fiduciary data duties,
they should not be in the business of collecting personal data. Wanting to analyse personal data for
research or commercial purposes is all very well, but such a privilege comes with responsibilities.

Critics of the idea that fiduciary duties should apply to big tech have pointed out that such a policy
would go against tech companies’ fiduciary duties towards their stockholders. According to the law in
Delaware – where Facebook, Google, and Twitter are incorporated – directors have to ‘treat
stockholder welfare as the only end, considering other interests only to the extent that doing so is
rationally related to stockholder welfare’.39

That companies should only work towards the benefit of their stockholders to the detriment of their
customers seems like a morally dubious policy – particularly if the business in question has negative
effects on the lives of millions of citizens. Morally, the economic interests of stockholders cannot
possibly trump the privacy rights and democratic interests of big tech’s billions of users. One option to
work around this problem is to establish that whenever stockholders’ interests come into conflict with
users’ interests, fiduciary duties to users take priority. Another option is to institute such large fines for
breaches of fiduciary duties towards users that it’s in the stockholders’ best interests for companies to
honour those duties, if they care about their bottom line.

Fiduciary duties would go a long way to ensure that the interests of big tech are aligned with the
interests of their users. If tech companies want to risk our data, they should risk their business in the
process. As long as tech companies can risk our data and be sure that we are the only ones who will
pay the bill – through exposure, identity theft, extortion, unfair discrimination, and more – they will
continue to be reckless.

With fiduciary duties on the list, the data landscape is greatly improved. Our data no longer gets
shared or sold or used against our interests. However, our personal data could still be lost through
negligence, which is why we need to implement higher cybersecurity standards.

IMPROVE CYBERSECURITY STANDARDS
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Our privacy will not be adequately protected so long as the apps, websites, and gadgets we interact
with are insecure. Data is too easy to steal. As things stand, companies have no motivation to invest in
cybersecurity. Cybersecurity is expensive, and it is not something users appreciate, because it is
invisible. Netizens don’t have an easy way of comparing security standards between products.40  We
know roughly what a safe door looks like, but there are no comparable tell-tale signs on apps or
websites.

Not only do businesses not have much to gain from investing in cybersecurity, they don’t have
enough to lose when things go wrong. If data gets stolen, customers are the ones who bear most of
the brunt. If a company is deemed to have been grossly negligent, it might be fined, but if the fine is
not big enough (e.g. if it is lower than what it would have cost to invest in cybersecurity), companies
will be tempted to consider such fines as a tolerable cost of doing business.

Cybersecurity is a collective action problem. Society would be better off if everyone had acceptable
cybersecurity standards. Institutions’ secrets would be better protected, and they could enjoy their
customers’ trust. Citizens’ data would be safe. And national security would be likewise protected. But
it is not in the interest of most companies to invest in security because it gives them few advantages,
and it’s expensive, which can put them at a disadvantage with respect to their competitors. In the
current situation, insecure products can drive secure products out of the market, as there is no return
on investing in cybersecurity.

Government regulation is how security is improved. If it weren’t for governments implementing
standards, things like buildings, drugs, food products, cars, and airplanes would be much less safe.
Companies very often complain when they are first required to improve their security standards. Car
companies famously resisted obligatory seatbelts. They thought they were ugly, and that users would
hate them. In fact, users were quite happy to be safer. Over time, companies come to embrace
regulation that protects them and their customers from security disasters. And they come to
appreciate that regulation is sometimes the only way a company can invest in something valuable that
does not have an immediate return without incurring a competitive disadvantage, because everyone
else has to do it too.

Even though much of the privacy we have lost since 2001 has been the direct or indirect
consequence of governments supposedly prioritizing security, experience has taught us that security
and privacy are not a zero-sum game. When we erode our privacy, more often than not we undermine
our security. The internet was made unsafe to allow corporations and governments to snatch our data
so they could, in theory, keep us safe. The reality is that an unsafe internet is extremely dangerous for
individuals, companies, and societies.

If our gadgets are insecure, hostile regimes can spy on our government officials. Rogue operators
could take down the power grid of a whole country by hacking a few tens of thousands of power-
hungry devices like water heaters and air conditioners and causing a bump in the electricity
demand.41  They could also take control of nuclear power plants,42  or even nuclear weapons.43  A
massive cyberattack could shut down an entire country.44  It is one of the two most prominent
catastrophic threats that governments around the world have identified in their risk registers. The
other one is a pandemic.

For decades experts have been warning about the risk of pandemics. Not only have societies
continued to engage in the risky practices we know cause them (e.g. wet markets and factory
farming), we have not prepared for them either. The coronavirus pandemic caught us without enough
protective equipment for health professionals, for instance – something that is unforgivable, given
what we knew. Human beings are able to prevent what they haven’t lived through before, but it’s not
easy. Using our imaginations to foresee what can go wrong is vital to motivate us into action.

Imagine being in lockdown and your country suffering a massive cyberattack. The internet crashes.
Maybe the electricity is down too. Even your landline, if you still have one, might be down. You can’t
reach your family, you can’t call your doctor, you can’t even access the news. You can’t go out because
of the pandemic. It gets dark early and you have one candle left to burn (who keeps boxes of candles
any more?). Your electric heating doesn’t work. You don’t know what has happened, and you don’t
know when or if normality will resume.
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This scenario is not so far-fetched. After all, cyberattacks spiked as a result of the coronavirus
pandemic.fn3  With so many people working from home with insecure Wi-Fi and unsafe devices, the
‘attack surface’, or possible points of entry, increased. Britain’s electricity system’s administrator was
hit by a cyberattack during lockdown; fortunately it didn’t affect the electricity supplies.45  Attacks
against the World Health Organization increased fivefold during the same period.46  It’s only a matter
of time before a massive cyberattack happens. We know this, just as we knew a pandemic would
happen sooner or later. We have to be better prepared, and we have to take action now if we are to
have the slightest chance of preventing or mitigating such an event.

To improve our cybersecurity, it is crucial that we disconnect systems.47  There is a current trend
towards making everything connect to each other: your speakers to your phone, your phone to your
computer, your computer to your television, and so on. If tech enthusiasts had it their way, the next
point of connection would be your brain. It’s a bad idea. We use fire doors to contain possible fires in
our homes and buildings, and watertight compartments to limit possible flooding in ships. We need to
create analogous separations in cyberspace. Every new connection in a system is a point of possible
entry. If all your devices are connected, it means that hackers can potentially gain access to your
phone (a relatively sophisticated, sensitive, and secure device, if you have a good one) through your
smart kettle (most likely an insecure system). If all our national systems are likewise connected, a
cyberattack could bring them all down through just one system.

Initially, cybersecurity standards will mostly be about patching up bad systems. Eventually, security
has to be baked into the way technology is designed. At the moment, for example, there is no
authentication in the connection protocols between your smartphone and the towers it connects to.
Your smartphone trusts every tower. That is why IMSI-catchers can vacuum up your data, as we saw in
Chapter One.48  We have to start designing all technology with hackers in mind. The time when the
internet could resemble country houses with no fences, doors, or locks ended years ago. We have to
catch up with reality.

DELETE DATA

With no more personal ads, no data vultures, no default data collection, fiduciary duties, and strong
cybersecurity, our privacy landscape has been largely rebuilt. But what about all our personal data
that’s already out there, and the personal data that will be justifiably collected in the future? We need
to delete the personal data that has been collected surreptitiously and illegitimately. Even in the case
of personal data collected in legitimate ways for necessary purposes, there should always be a plan to
delete data. With few exceptions (such as birth records), no personal data should be collected without
a plan or the ability to delete it.

In his book Delete, Viktor Mayer-Schönberger argues that forgetting is a virtue we should recover in
the digital age. The ability to forget is an important component of a healthy life. Just imagine not being
able to forget anything that you have experienced. Researchers studied the case of Jill Price, a woman
in California who lacks the gift of forgetting her experiences. She was able, for example, instantly to
recall what she’d done every Easter from 1980 to 2008. Just like that, without prior warning or
preparation. Her memory was so rich that it overshadowed her present. It had made her neither
happy nor particularly successful in her career. She is a relatively ordinary person who feels anxious
and lonely in the company of her overcrowded memories.

Cognitive psychologist Gary Marcus has hypothesized that Price’s extraordinary memory may not be
the result of having an unusual brain, but rather of an obsessive-compulsive disorder that doesn’t
allow her to let go of the past.49  Having permanent records by default might be recreating that kind
of obsessiveness in us all, or at least some of its negative characteristics.

People who remember too much wish they could turn off (sometimes, at least) an ability that can
end up feeling like a curse. When your mind latches on to the past, it is hard to move on, to put both
tragic and happier times behind you and live in the present. It is hard to accept what you have in front
of you if the pull of better and worse times feels just as vivid. Worse times can make you sad, and
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better ones can inspire nostalgia. Constantly remembering everything others have said and done can
also make people overly resentful.

Forgetting is not only a virtue for individuals, but also for societies. Social forgetting provides second
chances. Expunging old criminal records of minor or juvenile crimes, forgetting bankruptcies, and
erasing the records of paid debts offer a second chance to people who have made mistakes. Societies
that remember it all tend to be unforgiving.

We have never remembered as much as we remember today, both as individuals and societies.
Before computers came along we had two ways of forgetting: voluntarily, by burning or shredding our
records, and involuntarily, by not being able to record most events and naturally forgetting them, or
by losing our records through accidents and wear and tear.

For most of history, keeping records has been hard and pricey. Paper used to be extremely
expensive, and we needed a fair amount of space to store it. Writing demanded time and dedication.
Such constraints forced us to choose what we wanted to remember. Only a tiny fraction of experience
could be preserved, and even then memory was shorter-lived than it is now. Back when paper was not
acid-free, for instance, it disintegrated rather quickly. Such documents had an inbuilt expiry date set by
the materials they were made of.50

The digital age has turned the economics of memory on its head. Today it is easier and cheaper to
remember it all than to forget. According to Mayer-Schönberger, four technological elements have
contributed to turning remembering into the default: digitization, cheap storage, easy retrieval, and
global reach. Experiences are automatically transformed into computer data, which is stored in
increasingly smaller storage devices that are increasingly cheaper. We then retrieve our data at the
request of a few keystrokes, and send it anywhere across the globe with a click.

Once data collection became automated, and storage became so cheap that it was suddenly
realistic to aspire to collect it all, we went from having to select what to remember to having to select
what to forget. Since selecting takes effort, forgetting has become more expensive than remembering
by default.

It is tempting to think that having more data will necessarily make us smarter, or able to make
better decisions. In fact, it may impede our thinking and decision-making capabilities. Human
forgetting is partly an active process of filtering what is important. Not selecting what we remember
means that every piece of data is given the same weight, which makes it harder to identify what is
relevant in a sea of irrelevant data.51

We are collecting so much data that it is impossible for us to get a clear picture from it – our minds
have not evolved to cope with such vast amounts of information. When we have too much data and
we’re trying to make sense of it, we face two options. The first is to select a bit of information based
on some criterion of our choosing that might make us blind to context in a way that can reduce our
understanding, rather than increase it. Imagine you have a fight with a friend over Brexit. Ruminating
over your fight, you decide to re-read all your text messages that contain the word ‘Brexit’. These
messages might be ones that do not exemplify your relationship as a whole, they only show a
disagreement, but brooding over them might lead you to end your friendship. Had you remembered
all the good times you’d had that were not captured digitally, or had you read the messages in which
your friend supported you through a rough patch, you would have been reminded of why you were
friends.

The second and increasingly common option to try to make sense out of inordinate amounts of data
is to rely on algorithms as filters that can help us weave a narrative, even though they have no
common sense to know what is important. For instance, an algorithm designed to determine who is a
criminal from analysing facial images might end up picking out people who are not smiling. The
algorithm doesn’t have the necessary reasoning capacity to understand that, in its training data, the
images of criminals provided by the police were ID photos in which people were not smiling.52

Furthermore, algorithms have been shown time and again to suffer from biases embedded in our data,
in the assumptions we make about what we are trying to measure, and in our programming. I recently
came across someone who claimed to trust algorithms more than human beings because people make
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too many mistakes. How easily we lose sight of the fact that it is people who create algorithms, and
often technology does not only not correct our mistakes – it amplifies them.

Handling too much data, then, can lead to less knowledge and worse decision-making. The double
risks of twisting the truth and of memory being an obstacle to change combine to make permanent
and extensive records about people positively dangerous. Such records capture people at their worst
and solidify them in that image, not allowing them to fully overcome their mistakes. Old personal data
can also lead us to biases tied to our history: if we use old data to determine the future, we will be
prone to repeating the mistakes of our past.

We need to introduce expiry dates and forgetting into the digital world. We could design tech so
that whatever data gets created self-destructs after a period of time. Some apps are already doing it:
you can set an expiry date on your text messages on Signal, for instance. We could do the same with
the files on our computers, our emails, our searches online, our purchasing histories, our Tweets, and
most other data trails.

Whatever technological means we choose to use, the bottom line is that the default should not be
to hold on to personal data indefinitely. It’s too dangerous. We need to have methods that allow for
periodic deletion of personal data that is no longer needed.

A critic might argue that one cannot ethically force a society to forget. Democracies do not
distinguish themselves by forcing oblivion. Burning books and deleting online posts are marks of
authoritarian governments, not democracies. The natural tendency for stable societies respectful of
citizens’ rights is to accumulate data, so the argument goes. Such reasoning would be convincing if we
didn’t have the capability of retaining data for ever. There is nothing natural about permanent records.
Nature used to impose oblivion on us through the capacity of forgetting, and now that we have defied
that natural process, we are realizing the price is too high. We have to reintroduce what is natural in a
context, the digital, that is as far from nature as it gets. Importantly, data should never be deleted on
ideological grounds. A government shouldn’t get to delete data that makes it look bad. Only personal
data should be deleted, and only on the grounds of respecting citizens’ rights, without discriminating
with regard to its political content.

There is something to be said, however, for holding on to certain kinds of data. Much of what we
have learned from history, for instance, comes from personal diaries. Some data we should delete
entirely, but in some cases, a minority, perhaps it is enough to put locks on data to make it less
accessible, or accessible only under certain circumstances (e.g. after the person has died, or a hundred
years from the time it was created). Perhaps we can keep a small fraction of personal data under
strong safeguards that can be representative of a certain time and place for historians to learn from it
in the future.

The locks for that data should not only be legal (as laws change and are broken) but also technical
(e.g. using encryption), and practical. By practical I mean making it difficult for people to access that
data. If a diary is kept in paper format in a registry in one town, it is accessible to serious researchers,
but it makes it harder for rogue actors to get to it than if it were published online and indexed on
search engines. The extent to which something is accessible matters. That is the essence of Europe’s
right to be forgotten.

When Mario Costeja did a Google Search on his name in 2009, some of the first items to come up
were a couple of notices from the late 1990s in the Spanish newspaper La Vanguardia. The notices
were about Costeja’s house being auctioned to recover his social security debts. They had first been
published in the paper edition of the newspaper, which was later digitized.

Costeja went to the Spanish Data Protection Agency to complain against La Vanguardia. He argued
those notices were no longer relevant, since his debts had been settled. Having that stain linked to his
name was hurting his personal and professional life. The newspaper had refused to delete the records,
and the Spanish Data Protection Agency agreed with it – La Vanguardia had published those public
records lawfully. But the agency did ask Google to delete the link to the auction notice. A person who
had paid his debts should not be burdened with that weight for the rest of his life.

Google appealed the decision, and the case ended up in the European Court of Justice, which in
2014 ruled in favour of the right to be forgotten. Costeja’s records can still be found in La Vanguardia,
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but that data is not indexed in Google Search. Although the implementation of that right has given rise
to doubts and criticism, the principle of it makes sense. It is questionable to have private companies be
the arbiters of whether a request to make something less accessible has merit, even if the decision can
be appealed and forwarded to a Data Protection Agency. What matters most, however, is that the
right to be forgotten protects us from being haunted by personal data that is ‘outdated, inaccurate,
inadequate, irrelevant, or devoid of purpose, and when there is no public interest’.53

Unless we relearn how to forget in the age of the machine, we will be stuck in the past, both as
societies and as individuals. It won’t always be easy, however, to make sure our data has been
deleted, or if it hasn’t been deleted, to oversee how it’s being used. We have no access to institutions’
databases, which is why we may need to develop ways of tracking our personal data.

TRACKING OUR PERSONAL DATA

One of the biggest challenges of regulating personal data is the difficulty of policing data. At the
moment, we are forced to rely on the word of tech companies that have proved themselves to be
untrustworthy. Data protection authorities in Europe are often understaffed and underfunded. It is
hard to have regulatory bodies that can oversee all institutions dealing with personal data. Tech giants
are currently more powerful and wealthy than many countries. Limiting the use of personal data in the
ways I suggest will make the job of policing easier, if only because there will be less personal data
sloshing around. But personal data will still be hard to monitor.

That individuals have no way of knowing who holds their data is a huge handicap. It worsens already
worrisome asymmetries between individuals and institutions, and it puts the burden of identifying
abuse solely on supervisory agencies.

It would be ideal if we could track our own data. Imagine having an app that could show you a real-
time map of who has your data and how they are using it, and it allowed you instantly to withdraw
your personal data if you wanted to. One of the most frightening aspects of the digital age is that, as
you read these words, it is possible you are being subjected to dozens of algorithms that are judging
your personal data and deciding your fate on the basis of it, all without your knowledge or consent.
Right this moment, an algorithm may be tagging you as not being creditworthy, while another
algorithm is deciding to put you further down on the waiting list for that surgery you need (possibly on
the basis of a misguided criterion), and yet another is considering you unemployable. If you don’t
know when an algorithm sifts through your data and makes a decision about you, how can you ever
realize you might be the victim of an injustice? If you can’t track who has your data and how they are
using it, how can you be sure your data rights are being respected?

There are at least two major technical challenges associated with enabling people to track their
data. The first is to match personal data to the person whom the data is about, and make sure that
everyone is asked for their consent before data about them is shared. There are easy cases: we only
need your consent to collect or use your email address. But when personal data includes data about
more than one person it can get complicated. To share your genetic data ethically, you need consent
from your parents, siblings, and children, at a minimum. But what if your children are still underage
and would not consent if they were adults? And what about your cousins? How far down the family
line should we ask for consent? It is hard to answer these questions because we cannot be sure about
what kinds of inferences might be made about your cousins with your genetic data in the future.
When in doubt, we should err on the side of caution. Perhaps we should not allow people to share
their genetic data except with their doctors when there is a serious medical need.

The second major challenge is to devise a way in which we can be thoroughly informed about how
our data is being used without further endangering our privacy. It’s a tall order, and it may not be
possible. It may be that by further tagging personal data in order to track it we inevitably expose
ourselves, in which case the main objective – to better protect our privacy – would be ultimately
undermined. It remains to be seen. The creator of the World Wide Web, Sir Tim Berners-Lee, is
currently working on a project, Solid, that aims to develop personal data pods that give users complete
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control over their personal information. If Solid or a similar project manages to overcome these and
other technical problems, it could dramatically change the way we manage personal data.

CURB GOVERNMENT SURVEILLANCE

Governments do not need to engage in mass surveillance to keep citizens safe. Data collection and
analysis should not happen without a warrant, and it should only happen if it’s necessary. It should
also be targeted (as opposed to mass surveillance), and proportionate to the circumstance.
Governments should not ask companies to build in backdoors for them, and they should not subvert
cybersecurity.

There should be strong oversight of surveillance powers. Oversight bodies should have access to all
relevant information. There should be an adequate amount of transparency to guarantee that citizens
know the rules of their country. Individuals who are being surveilled should be notified either before it
happens or, if that would jeopardize a criminal investigation, after the fact. People who have been
surveilled should have access to their data, and be given the opportunity to correct it or provide
relevant context.

Government-on-government espionage should be separated from surveillance. Government
surveillance is the job of the military and the Foreign Office or State Department. Surveillance of
private citizens is justified in criminal investigations and is the job of the police. The rules of espionage
can be secret. The rules of surveillance should be known. Both spying and surveillance should be
targeted.54

Whistleblowers should be protected from retaliation by law. Whistleblowers are the moral canaries
of the coal mine that is society. Canaries are more sensitive than human beings to toxic gases such as
carbon monoxide, which is why miners used them to detect danger. In some ways, whistleblowers are
more sensitive than most others to immorality. They alert us of dangers to society. Once the canary
showed signs of carbon monoxide poisoning, the miners would revive it with an oxygen tank. We have
to make sure we have oxygen tanks for our whistleblowers.

To limit the surveillance on metadata, it might be a good idea to spread internet traffic so that not
too much of it passes through a few data centres, and we should use more onion routing (a technique
to preserve anonymity) to protect that data. Metadata is data about data. It is information that
computers need to operate, and it is the by-product of such operations. Most of it cannot be
encrypted, because if it were, computers wouldn’t be able to communicate with each other. That
makes it a hard problem for privacy.

Metadata includes information such as the operating system that created the data, the time and
date of creation, the author of the data, and the location where the data was created. Metadata is
more sensitive than it appears. You can infer things like someone having an abortion, for instance. ‘If
you have enough metadata, you don’t really need content,’ said former NSA General Counsel Stewart
Baker. ‘We kill people based on metadata,’ said General Michael Hayden, former director of the NSA
and CIA.55  We should try our best to stop authoritarian regimes from getting access to metadata
through infrastructure.

BAN SURVEILLANCE EQUIPMENT

There are some surveillance technologies that are so dangerous, so fit for abuse, that it might be
better to ban them altogether, just as we ban some weapons that are too cruel and hazardous. We
should consider banning facial recognition, as well as gait and heartbeat recognition and other
technologies that destroy anonymity – they are ideal tools for oppression.56  So are IMSI-catchers,
software designed to break into smartphones, and other similar spyware; they should be illegal.57

High-resolution satellites and drones are a third type of surveillance we should avoid.58

The Satellite Sentinel Project aimed to use satellite images to provide an early warning system to
deter mass atrocities in Sudan. Two days after the project published satellite images of a new road in
Sudan that they thought might be used to transport weapons, a rebel group ambushed a construction
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crew near an intersection in one of the photos and took twenty-nine people hostage. The timing of the
publication of the images and the attack suggests they might be related.59  Publishing high-resolution
satellite images can be dangerous. Will Marshall and his team at Planet Labs already image the whole
planet every single day through satellites. Now they’re trying to index all the objects in the world and
make them searchable. Anyone could surveil you using their satellites. That they are allowed to do this
work, and that they present it with no mention of privacy, is very alarming.60  The sky should not be
watching us.

FUND PRIVACY

In addition to investing in developing privacy tools, we need better data governance. Regulatory
bodies in charge of data protection have to be better funded and better staffed. If data protection
authorities are to stand a chance against tech titans, we have to give them enough tools. Some of the
suggestions here are already part of laws like the GDPR and the California Consumer Privacy Act. But,
thus far, data protection agencies in Europe have been overwhelmed, their resources unequal to the
task of fulfilling their responsibilities.61  First we need to put our full weight behind privacy agencies to
make sure the law is enforced. And then we must regulate the data economy into oblivion.

UPDATE ANTITRUST LAWS

Antitrust regulation has to reflect the realities of power in the digital age. If a company can set abusive
terms of service without losing customers, they should be investigated, whether they charge their
users or not.

PROTECT OUR CHILDREN

We should protect everyone, but children above all, because they are in an exceptionally vulnerable
position. Young children depend on their families and schools to protect their privacy. And the current
trend is to monitor them from the time they are conceived with the excuse of keeping them safe.

There are two fundamental reasons to worry about children’s privacy in particular. First,
surveillance can jeopardize their future. We don’t want our children’s opportunities endangered by
institutions judging them (and likely misjudging them) on account of data about their health, their
intellectual capacities, or their behaviour at school or with their friends. Equally, and possibly even
more importantly, too much surveillance can break people’s spirit. To bring up children under
surveillance is to bring up subjects, not citizens. And we want citizens. For their own wellbeing and for
the sake of society.

Society needs autonomous and engaged citizens able to question and transform the status quo.
Great countries are not made up of servile followers. To grow up into people with strong hearts and
minds, children need to explore the world, make mistakes, and learn from their experiences, knowing
that their blunders will not be recorded, much less used against them. Privacy is necessary to cultivate
fearlessness.

Probably on account of their extreme vulnerability, children, and in particular teenagers, are
generally more sensitive than adults about what others think about them. Surveillance can therefore
be all the more oppressive for them. Youths who are watched all the time will be less likely to dare to
try something new, something at which they may be bad in the beginning but which they could well
master with practice over time, if only they were left alone to make a fool of themselves without an
audience.

What makes the case of children a difficult one is that they do need some amount of supervision to
keep them safe. The risk is that safety will be used as an excuse for undue surveillance, and the line
between what is necessary and what is unwarranted is not always obvious.

Defenders of school surveillance argue that they are ‘educating’ students in how to be good ‘digital
citizens’, getting them used to the ubiquitous surveillance they will be exposed to after they graduate.
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‘Take an adult in the workforce. You can’t type anything you want in your work email: it’s being looked
at,’ said Bill McCullough, a spokesperson for Gaggle, an American company that monitors schools.
‘We’re preparing kids to become successful adults.’62  No. What excessive surveillance does is teach
kids that human rights do not have to be respected. We cannot realistically expect people who have
been taught as children that their rights do not matter to have any respect for rights as adults.

Surveilling children from the outset so that they get used to it for their adult lives is like
implementing a completely unfair system of grading in school so that kids get used to the fact of
unfairness in life. If we don’t accept the latter, we shouldn’t accept the former. A fair grading system
not only gives all children the same access to opportunities, it also teaches them to expect fairness
from institutions, which later in life will encourage them to demand, fight for, and create fairness
when it is not offered. The same applies to privacy.

Surveillance teaches self-censorship. It is a warning for students not to push limits, not to talk about
or even search online for sensitive topics; any behaviour outside the limits of what is politically and
socially safe could trigger a school investigation, or even a police inquiry. But teenage years are all
about curiosity about the stuff of life. Youths wonder about sex, drugs, and death, among other
sensitive issues, and discouraging them from exploring those topics will not contribute to their
knowledge or maturity. In a sense, when we supervise young people too heavily, we curtail their
becoming responsible adults who will not need supervision. By oversurveilling children, by oppressing
them with a Thought Police, we risk bringing up a generation of people who were never allowed to
grow up.

As parents, there is much you can do to protect your children’s privacy. But before we move on to
what we can do as individuals to protect privacy, there is a common objection that is worth
responding to.

DON’T WE NEED PERSONAL DATA?

Enthusiasts of the data economy will surely tell you that pulling the plug on the torrent of personal
data will hamper innovation. The most alarmist version of this claim argues that if we regulate the
data economy, foreign, possibly adversarial, powers will develop AI faster than we will, and we will be
left behind. To limit what we can do with data is to put a stop to progress, so this argument goes.

The short answer to this objection is ‘no’ – progress is defending people’s human rights, not
undermining them. Too often political and social regress is dressed up in the deceptive clothes of
technological progress. An economic model that depends on the systematic violation of people’s rights
does not constitute progress. The benefits of the data economy, in terms of profits, scientific
advancement, and security, have been consistently exaggerated and its costs have been downplayed
by tech enthusiasts.

There is a longer answer. Even if we take progress to mean only technological progress, the answer
is still ‘no’ – protecting privacy does not have to come at the cost of advancing technology. Let’s not
forget that much of what personal data is used for is financial gain. Businesses like Google may not
even have to innovate to have a sustainable business model. Maybe Google’s chances of directly
selling its services to consumers were not great at its inception. Consumers hadn’t had enough of a
taste of what it is like to navigate daily life with the help of Google’s search engine, Maps, and other
products. But now netizens have a good sense of the value of Google’s products. Let us pay for those
services if we value them enough. In 2013, Google was already doing extremely well. It had about 1.3
billion users, and it had a yearly revenue of about $13 billion. It earned about $10 per year from every
user.63  Wouldn’t that be a reasonable price to pay for Google’s services? It’s less than what people
pay for entertainment services like Netflix, which costs a bit more than $10 per month.

Allowing personal data to be profitable creates an incentive to collect more of it than is necessary
for technological progress. Using data for the purposes of science and tech will still be allowed, but if
institutions want to experiment with personal data, they will need to take on the appropriate
responsibilities to respect people’s rights. It’s a reasonable ask. If tech companies manage to
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transform their efforts into valuable services for netizens, then we will be happy to pay for them, just
like we are happy to pay for other things we value in the offline world.

Furthermore, it is far from clear that infinite troves of personal data will necessarily result in
technological and scientific progress. As we’ve seen, too much data can impede thinking and decision-
making. Feeding more data into a bad algorithm will not make it a good one. What we are striving at
when we design artificial intelligence is to build, well, just that – intelligence. If you have interacted
with a digital assistant in recent times you will have noticed that they are not very bright.

Human beings can sometimes learn new things with one example, and they can transfer that
knowledge to similar but new scenarios. As AI systems become smarter, we can expect them to need
less data.64  The most important challenges to the development of AI are technical ones, and they
won’t be solved by throwing more data at the problem.65  In light of these observations, it should not
surprise us that arguably the most sophisticated contributions of AI thus far have not been brought
about through the exploitation of personal data.

AlphaZero is an algorithm developed by Google’s DeepMind that plays the ancient Chinese game of
Go (as well as chess, and shogi). What makes Go a particularly interesting game for AI to master is,
first, its complexity. Compared to chess, Go has a larger board, and many more alternatives to
consider per move. The number of possible moves in a given position is about 20 in chess; in Go, it’s
about 200. The number of possible configurations of the board is more than the number of atoms in
the universe. Second, Go is a game in which intuition is believed to play a big role. When professionals
get asked why they played a particular move, they will often respond with something to the effect that
‘it felt right’. It is this intuitive quality that makes people consider Go an art, and Go players artists. For
a computer program to beat human Go players, then, it would have to mimic human intuition – or,
more precisely, mimic the results of human intuition.

What is most remarkable about AlphaZero is that it was trained exclusively through playing against
itself. It used no external data. AlphaGo, the algorithm that preceded AlphaZero, was partly trained
through being shown hundreds of thousands of Go games between human beings. It took DeepMind
months to train AlphaGo until it was able to beat the world champion, Lee Sedol. AlphaZero developed
superhuman Go abilities in three days. With no personal data.

WHAT ABOUT MEDICINE?

Medicine constitutes a very special case in the world of data. First, because medicine is extremely
important to all of us. We all want to live longer and healthier lives. Everyone wants medicine to
advance as fast as possible. Second, because medical data is very sensitive – it can lead to
stigmatization, discrimination, and worse. Third, because it is tremendously hard and sometimes
impossible to anonymize medical data. Genetic data, as we have seen, is a good example: it is the data
that identifies you as you – it incorporates your very identity. More generally, for medical data to be
useful, it is important to identify different data points belonging to one and the same person, and the
more data points we have on someone, the easier it becomes to identify them.

Does the advancement of medicine depend on trading personal data? No. First, we should be more
sceptical about the power of digital tech. Second, there are ways to use personal data for the purposes
of medical research that minimize risk to patients and that ask for their consent. Third, some of the
most important medical advances might not need to use personal data at all. Let’s take a closer look at
these three points.

Medical digital tech in perspective

Digital tech and big data are not magic. We can’t expect them to solve all of our problems. Sometimes
the innovations that save more lives are not those of high-tech, but rather less glamorous changes, like
better hygiene practices. This is not to say that high-tech cannot contribute to medicine, but we
shouldn’t leave our critical minds outside the door whenever we discuss tech. When tech becomes an
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ideology, as sometimes it does, it veers away from science towards superstition. Here are two
examples of how digital tech has overpromised and underperformed in the context of medicine.

The first example is IBM’s artificial intelligence, Watson. In 2011, after Watson had managed to
defeat two human champions in Jeopardy!, an American quiz-style game show, IBM announced that
its AI would become a doctor. The company said that it expected its first commercial products to be
available in eighteen to twenty-four months. Nine years later, that promise is yet to be fulfilled.

In 2014, IBM invested $1 billion in Watson. By 2016, it had acquired four health data companies for
a total of $4 billion. Yet many of the hospitals that entered into projects with IBM Watson have had to
end them. The MD Anderson Cancer Center had to cancel its project with Watson to develop an
advisory tool for oncologists after having spent $62 million on it.66  In Germany, the university hospital
of Giessen and Marburg also gave up. When a doctor told Watson that a patient was suffering from
chest pain, the system didn’t consider that he might be having a heart attack. Instead, it suggested a
rare infectious disease.67  On another occasion, Watson suggested that a drug be given to a cancer
patient with severe bleeding that could have caused the bleeding to worsen. ‘This product is a piece of
s—,’ concluded a doctor at Jupiter Hospital in Florida.68

Watson is not an isolated case of tech disappointing in medicine. In 2016, DeepMind made a deal
with the Royal Free NHS Trust in London. DeepMind got the medical records of 1.6 million patients,
without their consent or knowledge. That means the company got access to pathology reports,
radiology exams, HIV status, details of drug overdoses, who’d had an abortion, who’d had cancer – all
of it.69  The Information Commissioner’s Office would later deem that Royal Free breached data
protection laws.70

The original idea was to use AI to develop an app to detect acute kidney injuries. Researchers soon
realized that they didn’t have good enough data to use AI, so they settled for something simpler. In
the end, Streams, the app that was developed, has been shown to have ‘no statistically significant
beneficial impact on patients’ clinical outcomes’.71

These two failures do not imply that all attempts will fail, but they give some perspective to the
promises of digital tech in medicine. A recent meta-analysis looked at around 20,000 studies of
medical AI systems that claimed to show they could diagnose illness as well as doctors. Researchers
found that only fourteen of those studies (less than 0.1 per cent) were of sufficient methodological
quality to try those algorithms in a clinical setting.72

That medical AI might not help patients is not the only concern. A more important worry is that it
might hurt patients. For instance, AI might lead to overtreatment. Some medical digital technologies
seem to err on the side of false positives (detecting medical problems when there are none). Certain
algorithms looking for cancerous cells, for instance, will label as anomalous perfectly healthy cells at a
rate of eight false-positive mistakes per image.73  If companies and doctors have an interest (financial,
professional, or data-driven) in intervening with patients, that might lead to a problem of
overtreatment.

Yet another possible problem is glitches. It is dangerous to depend on digital tech because
programming is extremely hard, and digital tech has needs that analogue tech doesn’t have, all of
which leads to digital tech often being less robust a technology than analogue. Compare an e-book to
a paper book. The e-book reading device needs to charge every certain amount of time, it can get
hacked, it can get ruined if you drop it into sand or water or on to a hard surface, and so on. In
contrast, paper books are remarkably hardy. No need to charge, and if you drop it from the top of a
building it’ll probably survive (though the person walking by might not, so don’t). When we’re dealing
with life-saving equipment, we want technology as robust as a paper book.

These failures are only meant to provide some realism and perspective on the promise of digital
tech in medicine. Of course, AI might turn out to play a very important role in advancing medicine. But,
as with any other intervention, we need it to be based on hard evidence before we are asked to hand
over our personal data, and we need some reassurances that our data will be handled properly, and
that the benefits are shared in a fair and equitable way. Too often AI gets a free pass.

Suppose we decide that we do want to do medical research with personal data and digital tech.
After all, the promises of personalized medicine are attractive. There are ways to do it that are more
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ethical than how DeepMind and Royal Free did it.

Ethical medical research

Medical ethics has a long history of recruiting people for research. Research with personal data should
not be seen to be too different from other kinds of medical research. Even though donating personal
data feels nothing like donating blood – no needle, no pain – there are likewise risks involved. We
don’t force people to sign up for clinical research any more (though we used to, before medical ethics
came along). We shouldn’t force people to sign up for medical research with their personal data
either. It is not acceptable to use the general population as guinea pigs without their consent, without
proper safeguards and without compensation. Rather, we should ask for their consent, set some rules
for how data will be used and when it will be deleted, and compensate research subjects
appropriately, just like we do for other kinds of research.

Sometimes, public health institutions do not have the kind of resources or technology to analyse
data, and they might benefit from collaborating with industry. In such cases we should make
absolutely sure that the deals struck are beneficial to data subjects and patients. Among the many
mistakes Royal Free made, two stand out as particularly egregious. First, they didn’t secure any legal
guarantee that DeepMind wouldn’t use that data for anything other than developing the app. They got
a promise that they wouldn’t pair the data with data held by Google, but when DeepMind’s health
division got absorbed by Google, privacy experts feared that promise would be broken.74

The second big mistake was that Royal Free did not make sure that patients would benefit from
products developed with their data.75  Public health institutions have so much precious medical data
that they have negotiation clout – they should use it. They should limit companies’ access to that data.
Perhaps companies could use the data but not keep it, for instance. And they should ask for legal
guarantees that any product developed will be offered to public health institutions and the public at
affordable prices.

It will always be a struggle to keep personal data safe when interacting with companies that do not
have the public good as their main objective. If we are lucky, perhaps the most important medical
advances that AI can offer will not be the product of working with personal data at all.

Medical advances without personal data

As we saw, AlphaZero, AI’s poster child, is an extraordinary feat, but it does not have practical
applications in daily life (not yet, anyway). One way in which AI might change (and possibly save) our
lives is through discovering new drugs.

Antibiotics are quite likely the most important medical advance of the last century. Before
antibiotics, the leading causes of death worldwide were bacterial infectious diseases. Most people in
developing countries now die much later than they otherwise would have, and from non-
communicable diseases such as heart conditions and cancer.fn4  Unfortunately, the effectiveness of
these wonder drugs is now under threat on account of antibiotic resistance. Through evolutionary
processes such as mutations, bacteria are growing resistant to the antibiotics they have been exposed
to. The more we use antibiotics, the more opportunities these bacteria have to cultivate resistance. A
world without effective antibiotics is a realistic and very scary prospect. Surgical procedures that are
considered low risk would become high risk. Many more women would die after childbirth. A trip to
the dentist or a one-night stand that results in an infection could kill you. Chemotherapy and organ
transplantation would be much more dangerous, as these treatments depress the immune system.
Antibiotic resistance could be a major contributing factor to a fall in life expectancy.

We desperately need new antibiotics, but the process of discovering and developing new drugs is
slow and expensive. Researchers at MIT, however, think they might have developed a way to find new
antibiotics. Through feeding a computer program information on the atomic and molecular
characteristics of thousands of drugs and natural compounds, they trained an algorithm to identify the
sorts of molecules that kill bacteria. They then gave the algorithm a database of 6,000 compounds.
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The algorithm selected one molecule predicted to have strong antibacterial power, and that,
importantly, has a different chemical structure from existing antibiotics.

This computer model can screen more than 100 million chemical compounds in just a few days,
something that would be impossible to do in a regular lab.76  The hope is that the new antibiotic,
halicin, will be strong and will work in new ways to which bacteria have yet to develop resistance.
Similar advances could be possible in the discovery of antiviral and antifungal drugs, as well as
vaccines. If AI helps us win the arms race against the superbugs, it will have earned its place in
medicine.

That two of the most outstanding advances in AI have been made without any kind of personal data
may not be a coincidence: personal data is frequently inaccurate, and can become obsolete relatively
quickly.

The upshot is that we will not be hampering the development of AI by protecting our privacy. We
can use personal data, with the appropriate precautions, but we don’t have to make it into a
commodity. And we may not need it for most advancements. The mark of true progress is the
protection of citizens’ rights and the enhancement of people’s wellbeing. On both those counts, the
personal data trade has nothing to show for itself.

BEWARE OF CRISES

As I write this chapter, the coronavirus pandemic is still raging. Tech and telecom companies across
the world have offered their data collection and analysis services to governments to try to stop the
contagion. Google and Apple agreed to join forces to modify their software to support the
development of contact-tracing apps. It is a dangerous time for privacy. When there is panic in the air,
there is a tendency to be more willing to renounce civil liberties in exchange for the feeling of safety.
But are coronavirus apps going to make us safer? It is far from clear.

In the town of Vò, where the first coronavirus death in Italy was recorded, the University of Padua
carried out a study. Researchers tested all the inhabitants. They discovered that infected but
asymptomatic people play a fundamental role in the spread of the disease. They found sixty-six
positive cases whom they isolated for fourteen days. After two weeks, six cases continued to test
positive for the virus. They had to remain isolated. After that, there were no new cases. The infection
was completely under control. No app needed.77

Contact-tracing apps are bound to be less precise than tests, telling some people to stay at home
even if they are not infected (despite having been near someone infected) and allowing others to
roam freely who are infected and should be isolated. Apps cannot replace tests because they work
through proxies, as opposed to testing whether someone has the virus.

What we need to know is whether someone has coronavirus. What apps do is try to find ways to
infer infection. But they all have problems, because what counts as a ‘contact’ for an app is not the
same as getting infected. Apps often define a ‘contact’ as being close to a person (within two metres)
for fifteen minutes or more. The first thing to notice is that apps work on phones. If you don’t have
your phone with you, the app doesn’t work. But suppose everyone carries their phone around (maybe
by law, which would be gravely intrusive). We can trace contacts through GPS or Bluetooth. Neither is
perfect. The app might identify two people being in contact who are in fact on different floors of the
same building, or who are on the same floor but separated by a thin wall. If they are contacted and
warned about possible infection, they will constitute false positives. But apps can also be expected to
result in a high number of false negatives. Suppose you bump into a friend in the street and it’s been
so long since you last saw each other that you immediately hug and kiss without thinking twice about
it. If you are not Mediterranean or Latin, maybe you shake hands. Either way, you may get infected
and the app wouldn’t suspect you because you didn’t spend fifteen minutes together. Or you might
get infected through a contaminated surface. In both these cases, the app would not identify you as
someone at risk.

Tracking everyone with apps when in most countries only hospitalized people are being tested for
the virus makes little sense. The apps will notify people who have been in contact with those who have
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tested positive for coronavirus, but by that time, those people will have infected others, who in turn
will have infected others, many of them remaining asymptomatic and spreading the infection further.

Most infected people will not end up in hospital, and will not get tested (under the policy at the
time of writing in most countries around the world). To contain the spread of the virus, then, we need
massive testing. And if we have massive testing, it’s not clear we would benefit from apps. If we had
access to coronavirus tests that were cheap and simple to use so that every person could do a daily
test at home, we wouldn’t need an app – we would already know who’s got the virus, who has to stay
home and who can go out. Six months into the pandemic, most countries still didn’t have the testing
capacity that would allow us to stop the spread through identifying those who had become infected.

In addition to being imprecise, any app will also introduce privacy and security risks. The easiest way
to get hacked is probably by turning on your Bluetooth. Using the app, tech-savvy people could
potentially learn who infected them or a loved one – a dangerous piece of information for a disease
that can be fatal. Or someone could leverage the system to surveil app users, or generate heatmaps of
where infected people are, for instance. Yves-Alexandre de Montjoye and his team have estimated
that trackers installed on the phones of 1 per cent of London’s population could allow an attacker to
track the real-time location of over half the city.78  Remember, privacy is collective.

Why, then, were apps prioritized, as opposed to thorough testing of the population? Perhaps
because they are cheaper. Perhaps because tech companies are the main big players in today’s
context. Whenever there is a crisis, companies are asked to help. Maybe if the world’s biggest
companies were manufacturers, they would be offering to produce hand sanitizer, masks, gloves, and
ventilators. In contrast, what big tech has to offer are apps and surveillance. It’s not that an app is
exactly what is needed in this situation and we are coincidentally lucky to live in the age of the
surveillance economy. It may be more a case of hammers looking for nails.

Perhaps apps were prioritized because there is often magical thinking surrounding tech – hope that
it will miraculously solve all of our problems. Perhaps because there are economic incentives to collect
data. Perhaps because governments were at a loss as to how to solve the crisis, and accepting the
many offers of apps they received was an easy way to show the public that they were doing something
(that it might not be helpful and perhaps harmful was a different matter). Perhaps it was a
combination of things. But no app can be a substitute for our medical needs. What we need are
medical tests to diagnose people, protective equipment and vaccines to prevent the disease, and
medicines and other resources to treat patients. Apps are not magic wands, and having more data and
less privacy is not the solution to our every problem.

The 2020 pandemic was not the first emergency situation that put privacy at risk, and it won’t be
the last. We have to learn how to handle situations like these in a better way. ‘Never let a serious crisis
go to waste,’ said Rahm Emanuel, Barack Obama’s Chief of Staff; it is ‘an opportunity to do things that
you think you could not do before’.79  In her book The Shock Doctrine, Naomi Klein extensively
documented instances in which disasters have been seized as opportunities to pass extreme policy
initiatives that enhanced the powers of the state.80  When crisis ensues, citizens are distracted,
scared, and more at the mercy of their leaders. Too often, that ends up being a bad combination for
democracy. Extraordinary circumstances are taken advantage of to impose new normals that would
never have been tolerated by the citizenry in less exceptional times. And few changes are as durable
as the ones that were meant to be temporary.

Remember, that’s how we got here in the first place. We accepted extraordinary measures in the
wake of 9/11, and those measures still haunt us. In China, events like the 2008 Beijing Olympics and
the 2010 World Expo were used to introduce surveillance that remained in place after the events were
over.81  Many of the surveillance measures that were imposed to control the coronavirus were
draconian, and citizens are right to fear their persistence. We should be extremely vigilant about how
our data is being used.

Tech giants are jumping at the opportunity to extend their reach into our lives. It’s not just about
contact-tracing apps. Lockdown was used as a lab for a permanent and profitable no-touch future.82

Digital surveillance is gaining ground in entertainment, work, education, and health. Tech billionaires
like Eric Schmidt are pushing for ‘unprecedented partnerships between government and industry’.83
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Palantir, the CIA-backed company that helped the NSA spy on the whole world, is now involved with
both the United Kingdom’s National Health Service84  and the United States’ Department of Health
and Human Services, as well as the Centers for Disease Control and Prevention.85  The NHS gave
Palantir all kinds of data about patients, employees, and members of the public, from contact
information to details of gender, race, work, physical and mental health conditions, political and
religious affiliation, and past criminal offences.86

Some hope that the pandemic will result in a renewal of social welfare and solidarity, much like
what happened after the Second World War. Except this time around, welfare is being tied to private
companies and digital surveillance tools and platforms.87  Holding welfare at ransom in exchange for
data amounts to preying on the disadvantaged. In February 2020, a Dutch court ruled that welfare
surveillance systems violate human rights; it ordered the immediate halt of a programme for detecting
welfare fraud.88  Other countries should take heed. Good governments cannot acquiesce in the
systematic violation of citizens’ fundamental right to live free from surveillance. Privacy should not be
the price we have to pay to access any of our other rights – education, healthcare, and security prime
among them.

The coronavirus killed many more New Yorkers than 9/11. Will we repeat the mistakes that we
made then? One of the dangers of appealing to threats such as terrorism and epidemics to justify
privacy invasions is that those threats are never going away. The risk of a terrorist attack or an
epidemic is perpetual. As we have seen, mass surveillance doesn’t seem to keep us safer from
terrorism. The jury is still out on whether it might help us stay safe from epidemics. It is highly
doubtful. But even if it did, at what price? You would be quite safe from terrorism and epidemics if you
confined yourself to your basement for ever more – but would it be worth it? At what point is a small
increase in safety worth the loss of civil liberties? And can’t we find ways to increase our safety that do
not violate our right to privacy? Banning factory farming and wet markets in which wild animals are
sold alive might be much more effective at preventing epidemics – not to mention the potential
benefit to animals’ welfare.

During a crisis, it is easy to want to do whatever is needed to stop the catastrophe that is wreaking
havoc. But, in addition to thinking about how to contain an imminent disaster, we also have to think
about the world that will remain after the storm passes.89  By definition, crises pass, but the policies
we implement tend to stick. Stopping a problem now in a way that will invite an even graver mess in
the future is no solution. Before surrendering our privacy in the midst of a crisis we should be
absolutely sure that it is necessary, and that we have a way of regaining control of our rights once the
emergency is over. Otherwise we might end up in a deeper hole than the one we are trying to escape.

THE TIME IS NOW

As powerful and inevitable as the tech giants seem, we are very much in time to reform the data
ecosystem. Many parts of the economy have not been digitized. In the West, before the coronavirus
pandemic, only a tenth of retail sales happened online, and around a fifth of computing workloads
were in the cloud.90  The pandemic pushed us further into the digital realm. We have to be careful. If
we allow tech giants to continue expanding without setting strict rules for what they can turn into data
and what they can do with that data, soon it will be too late. The time to act is now.
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SIX

What You Can Do

Most of the crucial social, economic, political, and technological changes societies have gone through
at some point seemed inconceivable to a majority of the population. That goes for both positive and
negative developments. Women’s rights. Electricity. Liberal democracies. Airplanes. Communism. The
Holocaust. The Chernobyl nuclear disaster. The internet. It all seemed impossible. And yet it
happened.

The world can change rapidly and dramatically. At the beginning of March 2020, life’s humdrum
routine seemed steady enough. People coming and going, supermarkets fully stocked, hospitals
functioning as normal. Within weeks, a third of humanity was in complete lockdown due to the
coronavirus pandemic. Much international travel stopped, food shopping became a risky, sometimes
challenging excursion, and health services were overwhelmed by the weight of cases.

Buddhist philosophy calls the changing nature of life ‘impermanence’. The potential for
transformation can be frightening, because it reminds us that things can get worse at any moment.
But impermanence also allows things to improve – it means we can make things better. Things are
bound to change, and it’s up to us to harness that primal fact of life to make sure change happens for
the better.

The history of rights is, to a large extent, the history of progressively recognizing that human beings
are not resources to exploit, but individuals to respect, and holders of claims against others. Labour
rights are particularly relevant in this context because there will always be some economic pressure to
ignore them. We first recognized that all human beings have self-ownership rights, that it is
unacceptable to force people to act against their will. Then we recognized that human beings are
entitled to certain basic working conditions: a safe environment, decent working hours, appropriate
pay, holidays, and so on.

That it might be profitable to do away with rights is beside the point: labour rights are human rights
that constitute red lines. If capitalism is to be inhabitable, and compatible with democracy and justice,
we have to limit it. We have to make sure that companies find ways of making a profit that do not
entail destroying what we value the most.

In the past, social movements have been crucial to pass laws that recognize rights and improve
society. Exploitative practices end when they are banned by law, but people like you and me are the
ones who have to change the culture so that laws can be passed and enforced. To change our privacy
landscape, we have to write about it, persuade others to protect their and our privacy, get organized,
unveil the inner workings of the abusive system that is the surveillance society, support alternatives,
envision new possibilities, and refuse to cooperate in our own surveillance.

Any social system depends on the cooperation of people. When people stop cooperating, the
system breaks apart. Often the necessity of cooperation isn’t obvious until it stops, and with it the
whole machinery grinds to a halt. The trade in personal data relies on our cooperation. If we stop
cooperating with surveillance capitalism, we can change it. If we look for privacy-friendly alternatives,
they will thrive.

In this chapter you can find advice on how better to protect your privacy and that of others, from
the very easy to the more cumbersome. Not everyone will want to do everything they can to protect
privacy. Keeping your personal data safe at this stage of the digital age can be inconvenient. How far
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you are willing to go will depend on how strongly you feel that protecting your privacy is something
you ought to do, and what your personal circumstances are. If you are an activist working in an
undemocratic country, it is likely you will be willing to do much to protect your privacy. If you live in a
safe country, have a stable job, and are not looking to ask for a mortgage any time soon, you might be
less strict. The choice is yours. But before being too lax about your privacy, keep in mind the following
three considerations.

First, convenience is overrated, even if it is enticing. Like pleasure, convenience is an important
component of a good life. It promises us an easier life. If we didn’t choose convenience every now and
then our lives would be hopelessly uncomfortable and inefficient. But convenience is also dangerous.
It leads us to have sedentary lifestyles, to eat junk food, to support companies that harm society, to
have monotonous and unsatisfactory daily routines, to be uneducated and politically apathetic.
Exercising, reading, learning, inventing new ways of living and interacting, and fighting for just causes
are as inconvenient as they are meaningful. The most satisfying achievements in life are seldom the
easiest. A good life demands a reasonable degree of struggle – the right balance between the ease of
convenience and the benefits of meaningful effort. Like pleasure, convenience has to be weighed
against the price we have to pay for it, and the consequences that are likely to ensue.1

Second, the choices you make today will determine how much privacy you enjoy in the future. Even
if you think you have nothing to hide today, you might have something to hide a few years from now,
and by then it might be too late – data that has been given away can often not be recalled. Your
country might be respectful of your human rights today, but can you be absolutely sure that it will
continue to be so in five or ten years’ time?

Third, how much privacy you have influences the level of privacy of your loved ones, your
acquaintances, your fellow citizens, and people like you. Privacy is collective and political – it’s not just
about you.

With these cautions in mind, here are some things you can do to better protect privacy.

THINK TWICE BEFORE SHARING

You are one of the biggest risks to your own privacy. Human beings are social beings, and many online
platforms such as Facebook are purposefully designed to feel like our living room. But unlike in our
(tech-free) living room, a myriad of corporations and governments are listening to us online. Next time
you post something, ask yourself how it might be used against you. And let your imagination run wild,
because sometimes it takes a good deal of ingenuity to envisage how your private information or
photographs can be misused. For instance, most people think nothing of posting a photograph in
which you can see parts of hands or fingers. But fingerprints can be read from photographs, and even
cloned.2  Generally, the less you share online, the better. Sometimes what you want to share is
important enough to be worth the risk, but don’t share unreflectively.

RESPECT OTHERS’ PRIVACY

Privacy etiquette is important. Respect other people’s rights. Before posting a photograph of someone
else, ask for their consent. In turn, they are likely to ask you for permission next time they feel like
posting something about you. In more naive times, most people thought it was enough to have the
ability to ‘untag’ yourself from photos uploaded by others. Now we know that facial recognition can be
used to identify you with or without a tag.

If someone takes your photograph or records you without your consent, don’t hesitate to ask them
not to post that content online. When I first started worrying about privacy, I was shy to make such
requests. But the responses I’ve received since then have given me confidence that most people
empathize with privacy concerns. To my surprise, most people not only are not annoyed or even
indifferent to my privacy requests, but curious about my reasons and shocked that it had never
occurred to them that it might be inconsiderate to share photographs of other people without first
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asking for their permission. As people are becoming savvier about the risks of sharing information
online, it is becoming more common to ask for consent before posting anything on social media.

When you invite someone over to your place, warn them of any smart devices you have. Even
Google’s hardware chief Rick Osterloh recommended as much when asked at an event. ‘Gosh, I
haven’t thought about this before in quite this way,’ he said. That gives you a sense of how oblivious
tech designers are to privacy and our welfare more generally. At least he was honest about it, and
about admitting that owners of smart speakers should disclose them to their guests.3  That’s more
than can be said for many tech bosses.

Your guests are not the only ones deserving of privacy. Keep in mind that children are also owed
privacy. It is not right to upload pictures to social media of other people’s children without their
parents’ permission. Not even if they’re family.4  And you should respect your own children’s privacy
too. Sonia Bokhari’s parents kept her off social media until she turned thirteen. When she became old
enough to join Twitter and Facebook, she realized her mother and sister had been sharing
photographs and stories about her for years. She reported feeling ‘utterly embarrassed, and deeply
betrayed’.5  Children are people too (even teenagers) – and people have a right to privacy.

Don’t do a DNA test for fun. They’re wildly inaccurate anyway, and you’ll be jeopardizing not only
your own privacy, but also the genetic privacy of your parents, siblings, offspring, and countless other
kin for generations to come.

Do not betray people’s trust. Do not threaten to publish other people’s private messages or
photographs to get them to do what you want. That is called blackmail or extortion, and it is both
illegal and immoral. Do not expose other people’s private messages or photographs. Exposing other
people when they have given you access to their private life is a betrayal, and it contributes to a
culture of mistrust. Do not be complicit in exposure. If someone shows you something that exposes
someone else’s privacy, express your disagreement, and do not share it with others.

CREATE PRIVACY SPACES

The spaces in which we can enjoy privacy have shrunk. We need consciously to create privacy zones in
order to claw back some areas in which creativity and freedom can take flight unimpeded. If you want
to have a particularly intimate and cosy party, ask your guests not to take any photographs or videos,
or not to post them online. If you want your students to be able to debate freely in class, set up some
rules stating that participants are not allowed to record or post what goes on in the classroom. If you
want to organize an academic conference that will encourage the exploration of controversial topics,
or of work in progress, shut off the cameras and microphones. Ditch the phone when you’re spending
time with your family – leave it in another room, at least sometimes. There are some interactions that
will never flourish under surveillance, and we will miss out if we don’t allow space for them.

SAY ‘NO’

Perhaps because we are social beings, we seem to be predisposed to say ‘yes’ to most minor requests
others may have. When someone asks for your name, it doesn’t feel like a big deal to give it to them,
and it can feel quite antisocial to say, ‘Sorry, no.’ This tendency to say ‘yes’ gets exacerbated online,
when we are asked for consent to collect our personal data. The consent notice feels like an obstacle
to what we set out to do – access a website – and the easiest way to get rid of the hurdle is to say
‘yes’. It takes being mindful to resist the temptation, but it is worth it. Privacy losses are like ecological
damage or health deterioration: no one act of littering, no one puff of a cigarette will bring about
disaster, but the sum of them through time might. Every data point you give out or withhold makes a
difference, even if it doesn’t feel like it.

Some websites are particularly bad at accepting ‘no’ for an answer. Instead of having one button to
reject collection of data by all their partners, they make you say ‘no’ to each one, one by one. If you
reject cookies, those websites will not remember your answers, so you have to go through the process
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each time. It’s annoying, and unfair, and if you get frustrated, just close that website and look for an
alternative.

CHOOSE PRIVACY

There are many ways in which our privacy is being snatched away from us. The lack of privacy may
sometimes feel inevitable, but it isn’t always so. Although there are data collection practices that are
almost impossible to avoid, we often have more options than those that are immediately obvious to
us. And whenever we do have an option, it is important to choose the privacy-friendly alternative –
not only to protect our personal data, but also to let governments and businesses know that we care
about privacy. In what follows I list some things to look out for to protect your privacy when buying or
using products and services, and some alternatives to dominant and invasive products and services.
The technology landscape changes so quickly that this list will likely not include the latest products, so
you may want to do a quick search for new ones. The most important take-home is not brand names,
but rather what to look out for to better protect your privacy.

Devices

Choose ‘dumb’ devices over ‘smart’ ones whenever possible. A smart kettle is not necessarily an
improvement over a good old-fashioned one, and it represents a privacy risk. Anything that can
connect to the internet can be hacked. If you don’t need to be heard or seen, choose products that do
not have cameras or microphones.

Think twice before buying a digital assistant like Alexa or Google Home. By inviting microphones into
your home, you may be destroying the very fabric of intimacy with your loved ones. If you already
have one, you can disconnect it – they make great paperweights. If you decide to keep one of these
spies, make sure to research the settings thoroughly and choose the most private options.

It is particularly important to choose wisely when buying laptops and smartphones. These devices
have cameras and microphones, they connect to the internet, and they store some of your most
personal information – all reasons to choose a trustworthy product. When choosing a brand, think
about the country of origin and conflicts of interest that the makers of devices might have (i.e. if the
phone manufacturer primarily earns money through exploiting personal data, buy a different phone).

It also helps to read the latest news about privacy. In 2018, the directors of the CIA, FBI, and NSA
warned Americans against buying devices from Chinese companies Huawei and ZTE on account of the
suspicion that such products contain government-controlled backdoors.6  In 2019, a study of more
than 82,000 pre-installed Android apps across more than 1,700 devices manufactured by 214 brands
found these devices to be incredibly insecure.7  Pre-installed apps are privileged software that may be
difficult to eliminate if you are not an expert user and may be collecting and sending your data to third
parties without your consent. Unless you are a techie who knows how to build privacy for your phone,
it’s probably a good idea to stay clear of Androids. And don’t keep any apps you don’t need – your
phone’s security is only as strong as your weakest app.

Messaging apps

The most important thing about messaging apps is that they offer end-to-end encryption, and that you
trust the provider will not misuse your metadata, or will not store messages in the cloud insecurely.
Even though WhatsApp provides such encryption, its being owned by Facebook introduces privacy
risks. After Facebook acquired it, Brian Acton, one of the co-founders of the app, admitted, ‘I sold my
users’ privacy.’8

The safest option, from the point of view of external threats, is probably Signal. One of my favourite
features is the ability to set expiry dates on your messages – you can set them to disappear after they
are seen. Telegram is also worth mentioning. Telegram has the advantage that when you delete a text,
you can delete it from all phones, not just yours, at any time, which is a great feature protecting you
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from internal threats. Sometimes you realize that you shouldn’t have texted something, or that you
trusted someone who was not worthy of your confidence. The ability to recall our texts at will is
something every messenger app should have. There are two huge disadvantages with Telegram,
however. The first is that cryptographers tend to distrust its encryption – it is likely less secure than
Signal.9  Furthermore, conversations are not encrypted by default; you have to choose the ‘secret
chat’ option. Both Signal and Telegram are free and easy to use. You’ll be surprised by how many of
your contacts already have one of these alternatives. For those who don’t have it, just ask them to get
it. Many people will be happy to have a safer messaging app.

Email

Emails are notoriously unsafe. An email might feel as private as a letter, but it is more like a postcard
without an envelope. Avoid using your work email for purposes unrelated to work (and sometimes for
work, too). Your employer can access your work email, and if you work for a public institution, your
email may be subject to freedom of information requests. When choosing an email provider, look for
privacy perks like easy encryption, and consider the country in which it is based. At the moment, the
United States has looser legal restrictions on what companies can do with your data. Some options
that might be worth looking into are ProtonMail (Switzerland), Tutanota (Germany), and Runbox
(Norway). If you are patient and tech-savvy, you can use PGP (Pretty Good Privacy) to encrypt your
emails.

Do not give out your email address to every company or person who asks for it. Remember, emails
can contain trackers. If you get asked for your email address in a shop, it is usually possible to politely
decline. If the shop assistant informs you that they need an email in order to sell you something, give
them a fake one – they deserve it (more on obfuscation below). To make a point about it, I often say
that my email is something like noneofyourbusiness@privacy.com.

If you are forced to share your email because you have to receive an email in order to click on a link,
try using an alternative address that contains as little personal information as possible to deal with
untrustworthy parties. To escape as many trackers as possible, find the setting in your email provider
that blocks all images by default. Another good technique is the ‘email plus trick’. Suppose the email
address you have opened to deal with commercial junk is myemail@email.com. When you are asked
for your email by an annoying company, give them your email plus a name that can identify the
company: myemail+annoyingcompany@email.com. You’ll still get the email, but you can block that
address if the company becomes too annoying, and if the email is ever leaked, you’ll know who’s to
blame.10

Search engines

Your internet searches contain some of the most sensitive information that can be collected about
you. You search for things that you don’t know about, for things that you want, for things that worry
you. Since you search for what is going through your mind, your searches are a glimpse into your
thoughts. Stop using Google as your main search engine. Change your default search engine on your
browsers to one that does not collect unnecessary data about you. Privacy-friendly options include
DuckDuckGo and Qwant. You can always go back to Google exceptionally if there is something you are
having trouble finding, but in my experience that is becoming less and less necessary.

Browsers

If you want to limit the amount of information that can be linked to your profile, it is a good idea to
use different browsers for different activities. Different browsers do not share cookies between them.
(A cookie is that small piece of data sent by the websites you visit and stored in your computer by your
browser.) Authentication cookies are used by websites to recognize you as a unique user when you
come back to visit the page. Tracking cookies are often used to compile your browsing history so that
advertisers will know what to show you. Choose one browser for websites for which you have to sign
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in, and another one to browse the web. Brave is a browser designed with privacy in mind. One of its
many advantages is that it has a built-in ad and tracker blocker; it is also faster than other browsers.
Vivaldi and Opera are also good options. So are Firefox and Safari, with the appropriate add-ons.
Firefox has a feature, the Multi-Account Container, that isolates cookies according to containers you
set up.11  Sites in one container can’t see anything from sites opened in another container. You have
to be signed in with a Firefox account to use it though.

USE PRIVACY EXTENSIONS AND TOOLS

Privacy extensions can complement your browser. If your browser does not automatically block
trackers and ads, you can use an extension to take care of that.

Adblockers are easy to find and install. About 47 per cent of netizens are blocking ads.12  Once you
enjoy the undisturbed peace that adblockers bring you, you will wonder how you ever put up with so
many annoying ads jumping at you and distracting you for such a long time. Using adblockers also
sends a clear message to companies and governments: we don’t consent to this kind of advertising
culture. If you want to be fair to companies that make an effort to show only respectful ads –
contextual ads that respect your privacy and are not too jarring – you can disable your adblockers for
those sites.

Privacy Badger, developed by the Electronic Frontier Foundation, can block tracking and spying ads.
DuckDuckGo Privacy Essentials also blocks trackers, increases encryption protection, and offers a
privacy rating from A to F that lets you know how protected you are when you visit a website. In
addition to protecting your privacy, blocking such invasive tools can speed up your browsing. HTTPS
Everywhere is another extension developed by the Electronic Frontier Foundation that encrypts your
communications with many major websites. You can find other extensions that can automatically
delete your cookies when you close a tab, or clear your history after a certain number of days.

Keep in mind that there are untrustworthy extensions, however. Cambridge Analytica used
extensions that seemed harmless, such as calculators and calendars, to access a user’s Facebook
session cookies, which allowed the firm to log into Facebook as if they were that user.13  Before using
an extension, do a quick search on it to make sure it’s safe.

Think of the most private thing you ever do online. For that, you might want to consider using Tor, a
free and open-source software that allows you to be anonymous online. Tor directs internet traffic
through a worldwide volunteer overlay network of thousands of relays. When you request to access a
website through Tor, your request will not come from your IP address. Rather, it will come from an
exit node (analogous to someone else passing the message along) on the Tor system. Such a labyrinth
of relays makes it difficult to track which message originates from which user. The advantages are that
the websites you visit don’t see your location, and your Internet Service Provider doesn’t see which
websites you visit. The easiest way to use this software is through the Tor Browser. The browser
isolates each website you visit so that third-party trackers and ads can’t follow you around.

There are a few disadvantages to using Tor. Because data goes through many relays before it
reaches its destination, it makes your browsing sluggish. Some websites might not work as well. A
further disadvantage is that you may attract the attention of intelligence agencies – but you may have
already done that by reading this book, or any article about privacy online.14  Welcome to the club.
Although intelligence agencies may not be able to see what you’re doing online when you’re using Tor,
they know you are using Tor. On the bright side, the more ordinary people use Tor, the less it will be
deemed suspicious behaviour by authorities. Protecting your privacy is not illegal; it is outrageous that
we are made to feel as if it were.

Virtual Private Networks (VPNs) are also a popular privacy tool. A good VPN can channel your
internet traffic through an encrypted, secure, private network. VPNs are especially useful when you
want to access the internet through a public network such as the Wi-Fi you can find at an airport or
other public spaces. A public Wi-Fi network makes you vulnerable to whoever set it up and to other
people who are connected to it. Using a VPN protects you from everyone except the company behind
it, which gets extensive access to your data. Make sure you can trust whoever is behind a VPN before
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using it. It is not easy to know who is trustworthy, but sometimes it is relatively obvious to know who
isn’t. It is not surprising, for instance, that Facebook used its VPN, Onavo Protect, to collect personal
data.15  As a general rule, if the VPN is free, you are probably the product, so stay away.

CHANGE YOUR SETTINGS

You should assume that all settings for all products and services are privacy-unfriendly by default.
Make sure you change your settings to the level of privacy you aim to achieve. Block cookies on your
browser, or on some of your browsers. It is especially important to block cross-site tracking cookies. If
you choose more secure and private settings, it might impact the functionality of some sites. At least
some of those sites will not be worth visiting. You can start with strict settings and modify as you go
along, according to your needs. Consider using your browser on a private mode (though keep in mind
that such incognito modes only delete traces of your online activity on your computer; they do not
protect you from external tracking).

If you want to be extra cautious, check your settings once a year – companies change their terms
and conditions all the time. The appropriate privacy settings are not always grouped in the same place,
so finding them may not be as easy as it sounds. If you’re struggling to find them, bear in mind that it’s
not you who is stupid, it’s them abusing their power. It might be worth doing an online search for how
to change your privacy settings for the usual suspects like Facebook and Google.16  If you’re lucky, you
might find an app to do it for you (Jumbo claims to do just that for your Facebook account, and similar
apps may be in the making).

DON’T CYBERHOARD

Getting rid of data that you don’t need any more is the virtual equivalent of spring cleaning.17  The
less data you hoard, the less risk you accumulate. I admit that deleting data is hard. There is the
nagging feeling that someday you might need some of that data, even if you haven’t needed it in a
decade. A sobering experience for me was losing much of the data on my phone a few years ago. At
the time, it felt like a catastrophe. Looking back, I haven’t missed that data at all. A less radical solution
is to create a backup of the data you have online, storing it on an encrypted hard drive, and deleting it
from the internet. Thanks to the GDPR, it has become easier to download your data from platforms,
even if you’re not European. For instance, it is easy to request to download your data from your
account settings on Twitter, and then use an app to delete your old tweets.

Truly deleting digital information from your devices is sometimes a challenge because of the way
computers work at present. When you delete a file from your computer, although it disappears from
view, it is still there. The data hasn’t been touched. Instead, the computer’s map has changed. The
computer pretends the file is no longer there and marks the space as free. That’s why you can use
recovery software. Someone with enough skills and motivation can find your deleted files. If you ever
want to sell your laptop, for instance, make sure you erase your files for real. The best way is to
encrypt your hard drive (which you should do anyway), and delete the key. That makes it
cryptographically inaccessible – encrypted data looks like gibberish.18

CHOOSE STRONG PASSWORDS

Never ever use ‘123456’, ‘password’, the name of your favourite sports team or personal information
like your name or birthday for passwords. Avoid common passwords.19  The most important feature
of a password is its length. Use long passwords, with lower and uppercase letters, special characters,
and numbers. Don’t use the same password for all sites. Ideally, don’t use any password for more than
one site. Consider using a trustworthy password manager that can generate strong passwords and
save them for you. Consider using multifactor authentication, but beware giving out your mobile
number to businesses that will use it for purposes other than your security. The ideal two-factor
authentication is a physical key like Yubikey.
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USE OBFUSCATION

If a stranger stops you in the middle of the street and asks you an invasive question, you can refuse to
answer it and walk away. The internet does not allow you to remain silent. It tracks you and infers
personal information about you, whether you want it to or not. Such intrusion is akin to someone
asking for your number in a bar and refusing to take ‘no, thank you’ for an answer. If that person were
to continue to harass you for your number, what would you do? Perhaps you would give them a fake
number. That is the essence of obfuscation.

‘Obfuscation is the deliberative addition of ambiguous, confusing, or misleading information to
interfere with surveillance and data collection.’20  In a context in which you are not allowed to remain
silent, sometimes the only way to protect your privacy and express protest is to mislead. Of course,
government institutions such as tax authorities have a justified claim to your personal information. But
businesses do not always have a claim to your personal data. Consider giving companies to whom you
do not owe your personal data a different name, birth date, email, city, etc. If you want to express
protest through obfuscation, you can choose names and addresses related to privacy –
myemailisprivate@privacy.com.

Sharing accounts or gadgets is yet another form of obfuscation. A group of teenagers in the United
States were worried about tech giants, school administrators, college recruiters, and potential
employers looking at their social media. They found a way to protect their privacy on Instagram – they
share an account. Having a network of people sharing an account makes it harder for prying eyes to
work out which activity belongs to whom.21  Sharing devices is even better for privacy, as someone
looking carefully at the data could infer which data belongs to whom based on their device, rather
than their account.

GO ANALOGUE

Minimizing digital interactions is a good way to enhance privacy. Paper records kept under lock and
key are probably safer than stored on your laptop. Pay with cash when possible instead of credit cards
or smartphones. Go back to paper books; buy them at bricks-and-mortar shops. Leave your
smartphone at home if you don’t need it. When buying products, choose ones that do not connect to
the internet. You don’t need a kettle or a washing machine through which you can get hacked. Often,
smart is dumb.22

BUY NEWSPAPERS

The free press is one of the pillars of free and open societies. We need good investigative journalism to
tell us about what corporations and governments try to hide from us but shouldn’t. If it weren’t for the
press, we might not know about the workings of surveillance capitalism. But for the press to work well,
it needs to be independent, and if it is owned by power it risks serving power instead of serving
citizens. We have to pay for the press so that it works for us. Buy (and read) newspapers. Keep well
informed.

The digital age has been unkind to newspapers the world over. People getting ‘free’ content online
were hesitant to pay for a newspaper subscription – never mind that free content was not really free
(your data and attention were the price) and of questionable quality. The dominance of social media
weakened the relationship between newspapers and their audience. People are increasingly getting
news from social media. By accessing information through social media, you are more likely to be
exposed to personalized content and fake news. Buy newspapers in paper, so that no one can track
what you read. A second-best option is to visit newspapers’ websites directly. Get your news from the
source.

DEMAND PRIVACY
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Demand that businesses and governments respect your data. Let’s start with data brokers. There are
too many data brokers to list them all here, but a few big ones are Acxiom, Experian, Equifax, and
Quantcast. Privacy International has made this process much easier by providing templates and email
addresses.fn1

Let me warn you: it is an ordeal to email every company that has your data. Often they make it hard
for you – they take a long time to respond, they ask you for more data (do not give it if it seems
unreasonable), they may be evasive. Persevere as much as your patience and circumstances allow.
Perhaps send those emails while you’re queueing for the bus or at a supermarket. And know that you
might not be successful. But don’t let that discourage you. Making the request is what matters most. It
makes them work, and it lets them know that the public does not consent to their practices. It creates
a paper trail – evidence that policymakers can use to fine and regulate data vultures.

Demand privacy from every professional you interact with who asks for your data. Ask questions. Be
careful with your medical data. Avoid using unnecessary health apps – they’ll likely sell your data. Ask
your doctor, dentist, and other health professionals about their privacy practices. Tell them that you
don’t consent to your data being shared in any way with anyone.

In order to demand privacy from companies and governments, it is important to know your rights.
Read up on your laws. If you are a European citizen, know that you have a right to be informed, to
access your data and rectify it, to ask for your data to be erased, to restrict the processing of your
data, and to take your data to a different company, among other rights. If you have a complaint and
have not been able to resolve a privacy issue with a company, you can contact your national data
protection authority, or the European Data Protector Supervisor (depending on the nature of the
complaint). Rights are worth little if they only live on paper. We have to bring them to life.

Contact your democratic representatives. Send them an email, call them. Include them in your
tweets about privacy. Tell them you are worried about your personal data. Ask them about their plans
to protect your privacy. Vote for the right people. Politicians violating your right to privacy during their
campaigns are a red flag – they do not deserve your vote.

When a company disappoints you with bad privacy policies, give them a bad review on websites like
Trustpilot, and make sure you mention privacy in your complaint.

DON’T DEPEND ON THEM

Depending on any one tech company is dangerous. It means that part of your identity is in their hands,
and if they cancel your account, or delete your emails (it happens), you may have much to lose. Tech
companies want you to depend on them, so it is very hard not to. Sometimes it’s impossible. But keep
it in mind. There are degrees of dependency, and the less you depend on any one platform or app, the
less power they’ll have over you. Make sure you have your contacts in more than one place
(preferably on paper), for example. Keep your personal connections alive in more than one way, so
that at any moment you can close your account with any platform without too much loss.

ARE YOU IN TECH?

Maybe you work in one of the big tech companies we have been discussing. Maybe you work for a
small start-up. Maybe you’re designing your own app. Whatever the case may be, if you are part of the
workforce constructing our digital architecture, you have a big role to play in baking privacy into your
products from the start.

In addition to thinking about profit, those who build tech ought to ask themselves how they want to
be remembered. As one of the people who helped companies and governments violate people’s right
to privacy, who put users’ data at risk until something terrible happened? Do you want to be seen as
one of the people who broke democracy? Or do you want to be remembered as one of the people
who helped fix the data landscape by offering users a way to navigate life in the digital age while
retaining their privacy?
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One of the most chilling accounts of a tech company being on the wrong side of history is Edwin
Black’s IBM and the Holocaust.23  It tells the story of how IBM contributed to the Nazi genocide
through its punch card (see Chapter Four). The punch card was a powerful technology – it significantly
enhanced the power of states to control people through categorizing and counting them – but it was
nowhere near as powerful as the technologies that are being developed today. Facial recognition and
big data inferences can facilitate a degree of control over people that is far superior to what we have
known in the past. Reading that book made me hope that our grandchildren and great-grandchildren
will not have to read a similar book on one of today’s tech companies and a murderous regime of the
future.24  If tech companies want to be on the right side of history, they would do well to protect our
privacy. In addition to privacy being a business opportunity, it is also an ethics opportunity.

Companies and governments are made up of individuals, and while some individuals have more
power than others to steer an institution in one direction or another, every individual is morally
responsible for whatever they contribute to that institution. Programmers and tech designers are
especially important in the digital age. They hold the expertise to make the machines do what we want
them to do. They make the magic happen. Institutions covet computer scientists, engineers, and data
analysts, which puts them in a good position to negotiate their responsibilities. If you work for tech
and suspect you might be working on a project that could end up hurting people, you might want to
consider pushing your employer towards more ethical projects, or even leaving your job and looking
for work elsewhere (if you can afford to).

Tech workers can make more of a difference if they dissent together. In 2018, Google’s workers
managed to get the company to end forced arbitration of sexual harassment claims by employees, and
not renew its contract for Project Maven, a collaboration with the Pentagon.25  Dissenters can make a
difference. Follow your conscience.

Alfred Nobel regretted inventing dynamite; Mikhail Kalashnikov wished he hadn’t created the AK-
47; Robert Propst came to hate what became of the office cubicles he designed; Ethan Zuckerman
regrets inventing pop-up adverts. The list of inventors who come to repudiate their creations is a long
one. Do not join that list. Good intentions are not enough; most inventors with regrets had good
intentions. As an inventor you have to assume that someone will try to abuse whatever you create,
and you have to make sure that cannot be done by design. It’s a tall order.

People in tech can look to academics and not-for-profit organizations worried about privacy for
advice. Following the work of people like Bruce Schneier, Cathy O’Neil (I recommend reading her
Weapons of Math Destruction), and Yves-Alexandre de Montjoye, among others, might give you ideas.
The Electronic Frontier Foundation, Privacy International, European Digital Rights and noyb (from
‘none of your business’) are good sources of information. There are some ethics consultancies you can
seek advice from; make sure they have a good reputation, and that there is someone trained in ethics
involved (sounds basic, but it’s not always the case). There are some organizations that help start-ups
get off the ground which offer an assessment by an ethics committee as part of their programme.26

If you happen to be someone who is funding start-ups, make sure you require that the companies
you fund undergo an ethical review of their products. Some start-ups will never worry about their
ethics unless they are incentivized to. They are too worried about surviving and thriving, and they
think privacy and ethics is something they can add on to the final product once they make it. Many
bad things in tech happen simply because no one stopped to think how things might go wrong. Privacy
and ethics have to be requirements from the very start of any tech project.

DO YOUR BEST

Talk about privacy with your friends and family. Tweet about it. If you have a book club, read about
privacy. In fiction, I recommend Zed by Joanna Kavenna, The Circle by Dave Eggers, and of course 1984
by George Orwell.

Turn off the Wi-Fi and Bluetooth signals in your smartphone when you leave home. Cover your
cameras and microphones with a sticker. Take precautions when going through customs in countries
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that are known to be privacy-unfriendly.27  Look out for opportunities to protect your privacy. And
don’t expect perfection.

All of these measures will make a difference. All of them can save you from violations of your right
to privacy. But none of them is infallible. It is very hard to have flawless privacy practices. Even privacy
experts frequently slip up. If you are tired, in a rush, or distracted, it is easy to give out more
information than you want to. Furthermore, if someone is intent on invading your privacy, they will
probably end up succeeding.

Even if you don’t manage to protect your privacy perfectly, you should still try your best. First, you
might succeed at keeping some personal data safe. That in itself might save you from a case of identity
theft, or exposure. Second, you might succeed at keeping someone else’s data safe, as privacy is a
collective concern. Third, even if you fail at protecting your privacy, such attempts have an important
expressive function – they send out the right message. Demanding that institutions protect our privacy
informs politicians and encourages policymakers to legislate for privacy. Choosing privacy-friendly
products gives industry a chance to see privacy as a business opportunity, which will encourage them
to innovate in our favour and to stop resisting regulation. Governments and companies are more
worried than you might imagine about how you feel about privacy. We need to make it clear to them
how much we care about our personal data.

You shouldn’t need to do any of these things, and I hope your children will not need to take such
precautions. Just as it is impossible for individuals to verify whether the ingredients in everything we
ingest are edible – which is why we have regulatory bodies controlling that – it is impossible for
individuals alone to solve the privacy problems we face. But it is up to us to motivate businesses and
governments to protect our privacy. We can make it happen. And for our culture to start caring about
privacy again, you don’t need to attain perfection – doing your best is good enough.

REFUSE THE UNACCEPTABLE

I borrow this phrase from Stéphane Hessel’s The Power of Indignation.28  Hessel was a concentration
camp survivor, a member of the French resistance, and was later involved in the drafting of the
Universal Declaration of Human Rights. What do Stéphane Hessel, the abstentionists, Mahatma
Gandhi, Martin Luther King, Rosa Parks, Nelson Mandela, Ruth Bader Ginsburg, and all the other
heroes who have made the world a better place have in common? They refused the unacceptable. Our
heroes are not people who inhabit injustices comfortably. They do not accept the world that has been
given to them when it is an unacceptable world. They are people who dissent when it is necessary.

Aristotle argued that part of what being virtuous is all about is having emotions that are appropriate
to the circumstances. When your right to privacy is violated, it is appropriate to feel moral indignation.
It is not appropriate to feel indifference or resignation.

Do not submit to injustice. Do not think yourself powerless – you’re not. At Microsoft’s campus in
Redmond near Seattle there is a room in which Azure, the firm’s cloud-computing service, is managed.
There are two big screens. One shows the status of the system. The other displays people’s
‘sentiment’ about the system, as expressed on social media.29  Why would a company like Microsoft
care as much about how people feel about their system as they do about the functioning of the system
itself? Because the latter depends on the former. The whole digital economy depends on you. On your
cooperation and assent. Do not tolerate having your right to privacy violated.

The Universal Declaration of Human Rights is like a letter from our ancestors, warning us never to
cross certain red lines. It was born out of the horror of war and genocide. It is a plea for us to avoid
repeating the mistakes of the past. It warns that people will be ‘compelled to have recourse, in the last
result, to rebellion’ if human rights are not respected. Privacy is a right for good reasons. Defend it.
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Conclusion

What kind of society would you like to live in? Two worlds lie ahead. The first is a more extreme
version of the surveillance society we live in today. It is a world in which your every step, word
uttered, search online, purchase, and swipe of your finger on your smartphone is recorded, analysed,
and shared with governments and companies. Drones and satellites watch you from above. Facial
recognition identifies you wherever you go. Authorities track what you read, when you protest. Police,
public health authorities, intelligence agencies, and surveillance companies receive this information.
Your data is used mainly to prevent pandemics and terrorist attacks, authorities assure you. But you
know it is also used for much more than that.

Surveillance is not only about what you do, but about what you think and feel – it’s under-the-skin
surveillance.1  Your body is scrutinized to infer both your emotions and the state of your health. Your
heart rate, temperature, and skin conductance (whether you are sweating) is assessed through your
watch, which you may be forced to wear by law. Emotional surveillance companies record and analyse
what makes you angry when you watch the news, what content online makes you afraid, and they
share that data with the authorities.

They say such surveillance helps democracy. They say that you don’t need to vote any longer
because your government can infer what your political opinion is through data analytics. Your data
allows the powerful to make predictions about your future on the basis of which decisions are made as
to how you are treated in your society. Whether you get a job, a loan, or an organ donation if you
need one is decided by surveillance and predictive algorithms.

This is a world in which machines manage you. They order the food you need to stay productive in
the workforce when your fridge is running low. They time your efficiency at work, including your toilet
breaks. They tell you to meditate when your stress levels increase. They tell you how many steps you
have to take every day for exercise to keep your access to healthcare.

It is a world in which you worry about your children’s privacy. You wonder whether their future
might be compromised when they play games online, as you know their scores are being sold to data
brokers that calculate cognitive capacities. You worry that they might make a mistake, such as getting
drunk as teenagers and taking a photograph, and that they will never get a job as a result. You worry
about how obedient they have to be to stand a chance in their society. You worry they will never taste
freedom. This is a society primed for an authoritarian takeover.

But that is not the only future available to us. There is a better world awaiting. One in which what is
yours is not exploited by governments and companies. One in which the data on your smartphone
stays there, and no one has access to it except you. It is a world in which no one is allowed to share or
sell your data, not even your family. It is a society in which you can go to the doctor and share your
symptoms without worrying that that very act might harm you down the line. You can have a private
conversation without it becoming public. You can make mistakes without them defining your future.
You can search what worries you online, what you are curious about, without your interest coming
back to haunt you. You can seek advice from a lawyer without suspecting the government is listening
in and fearing that you might be self-incriminating. You can rest assured that information about who
you are, what you’ve gone through, what you hope and fear, and what you’ve done will not be used
against you. This is a society in which the government’s power derives from the consent of its citizens
– not from their data. This is a society that continues and improves the millennia-long tradition of
democracy.
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A world in which privacy is respected is one in which you can go out to protest without fear of being
identified. It’s a world in which you can vote in secret. You can explore ideas in the safety of your mind
and your home. You can make love without anyone except your partner tracking your heartbeat,
without anyone listening in through your digital devices. You can enjoy intimacy – the kind that can
only flourish between people who are alone together and who know that no one else is watching.

Not all tech is bad. A world in which we can enjoy privacy doesn’t need to be one deprived of
technology. We just need the right tech with the right rules in place. Good tech does not force-feed
you. It is there to enhance your autonomy, to help you achieve your own goals, as opposed to tech’s
goals. Good tech tells it to you straight – no fine print, no under-the-table snatching of your data, no
excuses, and no apologies. Good tech works for you. You are its client. Not advertisers, not data
brokers, not governments. You’re not only a user, and never a subject, but a citizen who is also a
customer. Good tech respects our rights and our liberal democracies. Good tech protects your privacy.

Contrary to early claims that the digital age entailed the end of privacy, privacy is making its way
back. This is not the end of privacy. Rather, it is the beginning of the end of surveillance capitalism. It
will be a fierce battle, and one that we can never be complacent about winning once and for all. Rights
have to be defended every day. Red lines that ought never to be crossed have to be repainted every
season. It will take some time to take back control of our personal data. And we will need to do it
together. But it can be done, and it will be done. The sooner, the better, as we will save ourselves
many unnecessary risks and harms.

Six years ago, when I told people I was researching privacy, the most common response I got was
bleak and cynical. ‘Oh, so you’re doing history, not philosophy.’ ‘Privacy is dead. Get used to it.
Nothing to think about.’ More sympathetic responses included attempts to ground my feet in reality,
encouraging me to choose a topic of research with brighter prospects. In some ways, back then I was
as pessimistic as the next person regarding privacy – the ferocity of the data economy was not leaving
much space for hope. But I was also an optimist in that I thought the nature and scale of the theft of
personal data was so appalling and so dangerous that the situation was unsustainable – it just had to
get better. I was right, and I am even more optimistic now. These days people respond to privacy with
interest and concern.

The wind has changed. We are relearning the value of privacy after having temporarily forgotten it,
dazzled as we were by the rise of digital technology. After the Cambridge Analytica scandal, and
experiencing cases of public shaming or identity theft ourselves, we now understand that the
consequences of today’s lack of privacy are as severe as they were before the internet came along.
The theft of your data can result in as expensive a bill as if your wallet was stolen. And data brokers
knowing too much about you is even worse than when companies were able to ask you in a job
interview whether you planned to have children. At least in the past they had to look you in the eye,
and what they were doing was visible to all.

Politically, having our privacy compromised is more dangerous than ever. Never have we amassed
so much personal data on citizens. And we have allowed surveillance to grow at a time when
cybersecurity standards are poor, democracies are weak, and authoritarian regimes with a knack for
hacking are on the rise. Digital tech used the cloak of data invisibility to erode our privacy. But now we
know their tricks. We can take back control of our personal data.

The aftermath of the coronavirus pandemic is a major challenge to our privacy, but we are better
off now than we were a few years ago. We know more about our privacy and how it is being exploited,
there is more regulation on what institutions can do with our personal data, there are plans to further
regulate personal data, and there is more pressure on tech companies to take privacy seriously. A few
years ago no one thought that the GDPR was even possible. For all its faults, it’s a major step in the
right direction.

We are currently witnessing a civilizing process similar to the one that made our offline life more
bearable. Regulation made sure that food being sold was edible, that customers could return faulty
products, that cars had safety belts, and that prospective employers couldn’t legally ask you about
whether you were planning to have children. The present historical moment is crucial if we want to
tame the Wild West of the internet. The ground rules that we set now for personal data will determine
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the privacy landscape of the next few decades. It is critical that we get things right. We owe it to
ourselves and to our children.

Privacy is too important to let it wither. Who you are and what you do is nobody’s business. You are
not a product to be turned into data and fed to predators for a price. You are not for sale. You are a
citizen, and you are owed privacy. It’s your right. Privacy is how we blind the system so that it treats us
impartially and fairly. It’s how we empower our citizenry. It’s how we protect individuals, institutions,
and societies from external pressures and abuse. It’s how we mark out a space for ourselves in which
we can freely relax, bond with others, explore new ideas, and make up our own minds.

Widespread surveillance is incompatible with free, democratic, and liberal societies in which human
rights are respected. It has to go. Do not settle for anything less. Data vultures will push back. Bad tech
will apologize and say they’ll do better while they ask for more of your personal data. Governments
will team up with bad tech and promise you more safety in exchange for your data. Tech enthusiasts
will tell you that progress will be hampered. But now we know better. Refuse the unacceptable. Take
back control of your personal data, and privacy will prevail.
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Two: How Did We Get Here?

1  Not all companies were as happy to collaborate in mass surveillance, but they all had to
comply.

2  Peter Thiel is a billionaire entrepreneur and venture capitalist with notoriously illiberal
views. He has written that he does not ‘think that freedom and democracy are compatible’.
Given that he considers freedom ‘a precondition for the highest good’, the implication seems
to be that he no longer supports democracy.

Four: Toxic Data

1  YouTube, owned by Google, and also in the business of influencing people through their
data, is the only other major social media platform that is used by more Americans (73 per
cent).

2  In view of this dark history of ID cards, the United Kingdom’s decision to abolish them in
1952 is understandable, as is the reluctance in recent debates to revive them.

Five: Pulling the Plug

1  It is worth bearing in mind, though, that even if targeted ads are not worth their cost, big
platforms can provide access to a very big audience, such that it might still be in the
advertisers’ interests to use those platforms.

2  If you have a wearable device, it is tracking, recording, and analysing your heartbeat
throughout your day; sexual activity can be inferred. In 2019, Bloomberg, the Guardian, and
Vice News revealed that Amazon, Google, Facebook, Microsoft, and Apple had been using
human contractors to analyse voice-assistant recordings. Contractors admitted to
sometimes listening to people having sex. An Apple whistleblower said: ‘I heard people
talking about their cancer, referring to dead relatives, religion, sexuality, pornography,
politics, school, relationships, or drugs with no intention to activate Siri whatsoever.’

3  A group of dodgy characters sit around a table. One of them has a gun. ‘For health and
safety reasons, we’ll be transitioning to cyber crime’ reads this recent cartoon by Paul Noth
published in the New Yorker.

4  At the time of writing, it is still unclear whether the coronavirus pandemic will claim
enough lives to count as an exception to most people dying from non-communicable
diseases.

Six: What You Can Do

1  https://privacyinternational.org/mydata
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